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Abstract—Genome and transcriptome engineering have 

emerged as powerful tools in modern biotechnology, driving 

advancements in precision medicine and novel therapeutics. In 

this review, we provide a comprehensive overview of the current 

methodologies, applications, and future directions in genome and 

transcriptome engineering. Through this, we aim to provide a 

guide for tool selection, critically analyzing the strengths, 

weaknesses, and best use cases of these tools to provide context on 

their suitability for various applications. We explore standard and 

recent developments in genome engineering, such as base editors 

and prime editing, and provide insight into tool selection for 

change of function (knockout, deletion, insertion, substitution) and 

change of expression (repression, activation) contexts. 

Advancements in transcriptome engineering are also explored, 

focusing on established technologies like antisense oligonucleotides 

(ASOs) and RNA interference (RNAi), as well as recent 

developments such as CRISPR-Cas13 and adenosine deaminases 

acting on RNA (ADAR). This review offers a comparison of 

different approaches to achieve similar biological goals, and 

consideration of high-throughput applications that enable the 

probing of a variety of targets. This review elucidates the 

transformative impact of genome and transcriptome engineering 

on biological research and clinical applications that will pave the 

way for future innovations in the field.   

 

Index Terms— Genome Editing, Transcriptome Editing, 

CRISPR-Cas Systems, RNA Therapeutics 

I. INTRODUCTION 

ver the past decade, our ability to probe and manipulate nucleic 

acids has dramatically increased. Back in the 2010s, technologies 

such as CRISPR-Cas9 were just in their infancy, with basic 

mechanistic understanding of their function in human cells [1], [2], [3]. 

Jumping forward to 2024, we have already created FDA approved 

Cas9 based therapies (e.g. Casgevy [4]), and have branched out into a 

full suite of tools enabling precise DNA and RNA modifications. 

Engineering nucleic acids in situ is as much an art as it is a science, 

requiring careful consideration when electing an editing strategy and  

an intuition for the inherent tradeoffs and tolerances of each specific 

application. There are a number of excellent reviews covering the  

technology underlying the history and state-of-the-art tools in genome, 

epigenome, and transcriptome engineering including: [5], [6], [7]  
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which we strongly encourage the reader to explore. Here, we aim to 

provide a guide for tool selection based on specific applications of 

interest, and suggest nuanced design factors to consider when choosing 

a strategy for genome and transcriptome engineering. 

II. GENOME ENGINEERING 

When engineering the genome, there are typically two edit classes 

of interest: changing gene function, and changing gene expression. 

Examples of gene function alterations include knocking out genes to 

study their function, inserting transgenes to introduce new genomic 

features, or in a therapeutic context removing premature stop codons 

to restore gene function. Examples of gene expression alterations are 

transient or inheritable repression/activation to a gene of interest. To 

facilitate efficient engineering of a desired phenotype, it is important 

to first identify the type of edit desired, the scale/size of the edit, 

required editing efficiency, and finally context dependent factors such 

as cell type specific editing and delivery considerations or off-target 

tolerance. This enables selecting the appropriate genome engineering 

tool, maximizing editing fidelity. 
Two key motifs in genome engineering are that in general, (i) 

efficiency is a tradeoff with specificity and (ii) it is easier to delete than 

it is to add. Technologies for knocking out genes are relatively mature, 

the most common of which is CRISPR-Cas9 [8].]. Tools for gene 

knockouts have evolved to be highly reliable and multiplexable, 

enabling rapid querying of gene function in the transcriptional context 

of the cell. In a similar vein, kilo- to mega- base deletions are feasible 

with moderate efficiency [9], and gene repression via CRISPRi can be 

achieved robustly in most genomic contexts [10]. On the other hand, 

precise and efficient substitution/insertion of DNA fragments is still an 

active area of research, and also CRISPRa is more modest in potency 

[11]. Single to few nucleotide substitutions can be achieved with 

higher efficiency than insertions [12]. Furthermore, an overall rate-

limiting step applicable to all forms of genome engineering is the 

packaging capacity and delivery efficiency of the editing tool into its 

target cell type. While we will not be deeply detailing those challenges 

in this review, we direct the readers to these excellent reviews on those 

challenges: ([13], [14], [15]). 

Despite the remaining challenges towards complete genomic 

control, the genome engineering community has established a milieu 

of tools to achieve each of these desired edits, greatly enhancing our 

ability to probe and engineer biology. In the following sections, we 

will describe in greater detail the types of edits that can be made, the 

state-of-the-art tools for achieving these edits, and important context-

specific considerations. 
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Figure 1. Genome Engineering Tool Selection Flowchart. 

 

A. Change of Function 

Generally, the three key genomic edits of interest are deletions, 

insertions, and substitutions. A fourth related class are knockouts, 

which leverage stochastic or directed insertion/deletion events 

(indels) to disrupt gene sequences. The most frequently used chassis 

for tools facilitating each of these edits is CRISPR-Cas9 . Cas9 is a 

ribonucleic protein with nuclease activity that uses a single guide 

RNA (sgRNA) to target and cleave DNA with single nucleotide 

resolution [2], [3]. Building upon this chassis by engineering Cas9 

variants (such as Cas9 nickase [16][17]), fusing effector domains to 

Cas9 (such as reverse transcriptases [18] or deaminases [12]), and 

modifying the sgRNA architecture (such as prime editing gRNAs 

[19]) has enabled all four of these edit classes, from scales of a few 

nucleotides to thousands of base pairs. 

1) Knockout 
A classical example of altering DNA function is in performing gene 

knockouts. To study the specific biology of a gene, or to simulate a 

disease model of a mutated gene, it is often desirable to precisely 

inactivate (knock out) a gene of interest. The gold standard tool in this 

application is CRISPR-Cas9 for its (i) ease of use (ii) high modularity 

and (iii) precision.CRISPR-Cas9 operates by creating double-stranded 

breaks (DSBs) in DNA at specific locations guided by a single guide 

RNA (sgRNA).The sgRNA can be designed to create an edit at a 

desired genomic locus with single nucleotide resolution [2], [3]. In 

absence of a suitable repair template, the cell’s DNA damage 

machinery in mammalian cells will typically repair DSBs though non-

homologous end joining (NHEJ) [20]. NHEJ often introduces small 

nucleotide insertions or deletions (indels) that disrupt gene function, 

effectively knocking out the gene. This technique is referred to as 

CRISPRko. Notably, although the editing site of CRISPRko is precise, 

the edits induced by CRISPRko themselves are not. The sequences 

inserted by NHEJ are stochastic [21], often in a cell type dependent 

manner. Thus CRISPRko is only suitable for “chop and drop” 

applications where the exact resultant sequence is not of importance, 

only the inactivation of the target gene. 

When performing a gene knockout via CRISPRko, there are several 

considerations a user must bear in mind. The first is that the 

mammalian genome is diploid, and thus to have a complete knockout  

both alleles of a gene must be edited. Precise editing requires robust 

pre-quantification of sgRNA potency, and may require using serial or 

simultaneous editing with multiple sgRNA targeting the same gene to 

ensure a complete knockout. Use of multiple sgRNA simultaneously 

has been shown to potentially create massive deletions between the 

target sites, whereas serial editing does not but takes commensurate 

longer time [22]. There are a number of computational predictive 

models that have been developed to assist users in selecting CRISPRko 

sgRNA successfully, substantially reducing the time to screen for 

potent sgRNA [23]. Some examples include CRISPick [24], CASPER 

[25], and CHOPCHOP [26]. Further, these models aim to maximize 

target specificity by minimizing target homology to off-target 

sequences. One factor to bear in mind is that there are restrictions on 

where Cas-based edits can be made as they require a protospacer 

adjacent motif (PAM) sequence downstream of the editing locus – in 

the case of SpCas9, the PAM is NGG (where N is any nucleotide and 

G is guanine). This is typically non-restrictive for most CRISPRko 

applications as (i) NGG is prevalent throughout the genome and it is 

typically immaterial where the exact indel is generated so long as it 

disrupts the coding sequence (CDS), and (ii) there have been Cas 

systems developed/discovered with relaxed/alternative PAM 

requirements and similar activities to wild-type Cas9 such as xCas9 

(NG) [27], SpRY Cas9 (NYN/NRN) [28], and Cas12a (TTTV) [29]. 
A second key consideration is providing a selective advantage for 

the knockout of choice. CRISPRko efficiency is dependent on cell-

type specific transfection permissibility and local chromatin structure 

of the gene of interest, and therefore is rarely 100% efficient [30]. In 

in-vitro settings, knock outs to surface receptors, secreted proteins, or 

in pre-engineered reporter cell lines can be selected via techniques 

such as flow-cytometry. However knockouts to genes that are 

intracellularly expressed often require selective pressure to isolate 

edited cells from a mosaic population. A common strategy for this is 

CRISPRko in conjunction with providing a donor template carrying 

an antibiotic resistance gene flanked by genome homology arms to 

promote Homology-Directed Repair (HDR) [31]. This technique 

leverages the cell’s natural DNA damage repair mechanisms to 

simultaneously knock-out the gene of interest and knock-in a 

resistance gene to mammalian antibiotics such as puromycin, 

hygromycin, and geneticin (G418).One key limitation of HDR is that 

it is of relatively low efficiency, as NHEJ is the preferred repair 

mechanism in mammalian cells, and is limited to actively dividing 

cells [32]. However, (i) through passage cycles under antibiotic 

selection the edit containing population can be amplified, and (ii) 

HDR efficiency can be improved by suppressing NHEJ through 

overexpression of adenovirus 4 proteins E1B55K and E4orf6 [33] 

and stimulating HDR through overexpression of a RAD18 variant 
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[34]. Though time consuming, particularly to isolate isogenic knock-

out populations, this method has been shown to reliably enrich 

CRISPRko induced knock-outs [35].  Further, there is active research 

in hastening this process, such as display of surface markers in cells 

with biallelic edits [35]. 

 

2) Deletion 
For generating small deletions in a context tolerant to indels, a 

standard single sgRNA CRISPRko scheme can be used. In use cases 

where a scarless deletion is required, there are several choices. 

Classically, an HDR template with flanking homology arms and no 

insert can be used, although this is prone to the low efficiencies and 

HDR limitations as identified in the previous section.   
Certain applications require large deletions on the kilo- to mega- 

base scale. Some examples of these applications include: studying the 

function of clusters of adjacent genes [36], modeling of large 

chromosomal deletions typical of cancer [37], investigation of non-

coding DNA and long non-coding RNAs [36], and amelioration of 

diseases involving large insertions / duplications such as Huntington’s 

[38]. For low-stakes applications tolerant to large indel formation and 

potentially chromosomal recombination [39] a standard dual flanking 

sgRNA + CRISPRko strategy is suitable. Recently a dual Cas9-Cas12a 

system has been used in a genome scale exon perturbation screen to 

delete whole exons, highlighting their fitness functions [40]. However, 

in applications requiring precision editing, such as in disease modeling 

or treatment, a new suite of tools have been developed to facilitate 

precise, large scale genomic deletions.  
One solution is use of Type 1 CRISPR systems, which have been 

shown to facilitate up to ~100kb deletions. Type 1 CRISPR systems 

are reliant on the Cascade (CRISPR-associated complex for antiviral 

defense) complex to target DNA, a heteromeric protein complex 

consisting of multiple Cas proteins. For Cas3, the Cascade consists of 

Cas8, Cas11, Cas7, Cas5, and Cas6 [41]. Cas3-Cascade has been used 

for kilobase scale deletions by targeting the Cascade complex 

upstream of the target sequence, and leveraging Cas3 to translocate in 

the 3’ to 5’ direction, deleting DNA via its helicase-nuclease activity 

[42]. As this system only leverages a single targeting moiety, it is not 

susceptible to the same chromosomal recombination as Cas9, and is 

not associated with stochastic small indel formation. However, the 

location of deletion onset is not as precise as Cas9, and the length of 

deletion is not controllable. To control the length of deletion, Cascade 

has been fused with dimeric Fok-1 in a twin-guide scheme [43]. The 

key challenge with Cascade is the packaging and delivery of the 

complex, as it is composed of multiple protein subunits, though there 

is active research in compaction [44]. 
A more recent development is the use of paired Prime editing to 

facilitate deletions on the order of ~ <10kb. Generally, Paired Prime 

editing uses two pegRNAs to introduce two flanking nicks on the 

DNA, followed by reverse-transcription to form sequences with 

homology, which are then joined together, deleting the sequence in 

between. This method allows for more controlled and precise 

deletions compared to traditional CRISPR/Cas9 approaches, enabling 

~95% indel-free editing, albeit with ~25% lower efficiencies [9]. 

Development of reliable paired prime editing strategies is a field of 

rapid development, with tools including Bi-PE [45], GRAND [46], 

PEDAR [47], PETI [48], PRIME-Del [49], Twin-PE [9], and TJ-PE 

[50]. The homology arms can be made complementary to each other 

(up to ~250 bp) to knock-in a desired sequence (e.g. attB 

recombinase site) as in TwinPE [9], or to the genome itself for 

scarless excision as in PRIME-Del [49]. Some key considerations are 

(i) use of a dual-PE system requires careful, non-trivial engineering 

of the pegRNAs, (ii) often requires a split-AAV strategy to deliver in 

vivo, (iii) is generally less efficient than dual-sgRNA CRISPRko, and 

(iv) has multiple features to optimize including prime editor binding 

site length, distance between knick sites, prime editing architecture 

(PE 2/3/4/5, SpCas9 nickase or nuclease), and reverse transcriptase 

template length. For detailed description and best practices when 

designing Prime editing experiments, we direct the reader to: [51]. 

 

3) Insertion 
Insertion of novel genetic sequences into existing genomes is a 

fundamental goal of genome engineering and precision therapeutics, 

enabling us to correct mutated sequences and create new biology. 

Some examples of applications where genomic insertions are desirable 

include introducing selection markers to give a phenotypic advantage 

to cells of interest, rescuing the function of mutated genes by providing 

functional copies, and replacing erroneous DNA sequences with 

function restoring ones [52]. 
In applications where the exact genomic locus of integration is 

immaterial, such as integrating synthetic genetic circuits or generating 

reporter cell lines, there are several well established techniques. For 

integrations on the scale of ~ < 8kb, lentiviral integration is the 

preferred method for its simplicity and relative robustness. Though the 

locus of lentiviral integration is highly stochastic, the transduction 

efficiency is generally high across a spectrum of cell lines [53]. A well 

known drawback of lentiviral integration is the potential for insertional 

mutagenesis such as promoter shuffling and oncogene activation [54]. 

Payloads larger than 8kb up to ~300kb can typically be integrated via 

PiggyBac transposase [55], which integrates promiscuously into 

TTAA genomic loci. 
For the most part, technologies to randomly integrate DNA 

sequences into the genome are mature and generally reliable in in-vitro 

settings, though there are still challenges remaining to optimize these 

techniques in-vivo. However, for most biologically and therapeutically 

relevant applications of the future, precise DNA insertions will be 

required. Engineering efficient and accurate edits is typically more 

challenging than deletions, as the target integration site must first be 

broken, deleted, or modified and then cellular machinery must be 

biased to favorably integrate the desired edit.  
As previously outlined, the current go-to method for precise DNA 

integration is integration via homology directed repair (HDR). After 

selection of a genomic locus for insertion, a repair template is created 

where the desired sequence for insertion is flanked by homology arms 

complementary to the genomic locus where it will be inserted. Upon 

DNA damage to the locus via sgRNA-Cas9 mediated DSB, cellular 

machinery will, with low probability, use the repair template to correct 

the damaged DNA, integrating the desired novel sequence. HDR is 

compatible with a range of desired insertion sizes, from 10s to a few 

thousand base pairs [56]. For insertion sequences of ~10-100 bp, short 

single stranded oligodeoxynucleotides (ssODNs) can be provided as a 

template [57]. The key benefit is that these are relatively inexpensive 

to acquire at high concentrations, and do not require further cloning. 

For desired insertions on the ~100-4000 bp range, a double stranded 

DNA template is required [58]. 
When the only constraint on the desired integration locus is that it 

does not alter existing cell machinery, a common strategy is to flank 

the cargo with homology arms complimentary to a genomic safe 

harbor sites such as AAVS1, CCR5, and ROSA26.A key drawback of 

HDR mediated insertion is that it requires creating a DSB in the target 

site, and as HDR has low efficiency, there is a high probability that the 

target sequence will be stochastically mutated via NHEJ rather than 

rationally edited. This makes HDR techniques impermissible to 

applications intolerant to high indel rates, such as within actively 

transcribed genes. A recent study found that protection of the donor 

template by phosphorothioate groups can reduce TREX1 exonuclease 

mediated degradation of the donor, enabling a boost of HDR efficiency 

to ~25-30% across a wide range of genomic contexts [59]. 
For precision insertions, an emerging method of choice is Prime 

editing [18]. Prime editing leverages nicking (H840A) Cas9 fused to a 

reverse-transcriptase and a specialized prime editing guide RNA 
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(pegRNA) to facilitate precise deletions, insertions and substitutions. 

The 5’ end of  the pegRNA binds complementary to the target 

sequence, while the Cas9 nicks the DNA on the opposite strand. The 

3’ end of the pegRNA binds to the 3’ exposed flap on the DNA, leaving 

a 3 bp exposed 5’ flap. Upstream of the 3’ end, the desired edit is 

engineered into the pegRNA. The reverse transcriptase (typically 

Moloney murine leukemia virus MMLV) then uses the 3’ hybridized 

flap as a primer sequence to reverse-transcribe the pegRNA, including 

the desired edit of choice, which then through cellular repair 

machinery gets favorably integrated and replicated into the genome 

over the exposed, unedited 5’ flap. To delete base pairs, the pegRNA 

is desired to bind downstream of the desired edit locus, and the reverse 

transcription template contains the sequence directly upstream of the 

desired edit locus, effectively “skipping” the region to be deleted 

during reverse transcription. With this method, deletions on the order 

of ~>80bp can be generated [18]. 
There have been several generations of improvements to Prime 

editors aimed at improving editing efficiency and decreasing the rate 

of undesirable edits. The first generation, PE1, suffered from poor 

editing efficiency which was improved by optimizing the reverse 

transcriptase design, yielding PE2. By including additional nicking 

sgRNA, PE3 and PE3b enhanced the editing efficiency further at the 

tradeoff of increased indel rate. PE4 and PE5 included a mechanism to 

bias cellular repair further towards the edit of choice by overexpressing 

a protein that inhibits DNA mismatch repair pathways. Further 

engineering to the Cas9-nickase yielded PEmax, and addition of 3’ 

structural motifs such as TevopreQ1 stabilized the pegRNA yielding 

epegRNAs. In conjunction, PEmax with an epegRNA achieved ~45% 

editing efficiency with ~5% indel rate in HEK293T, and 35% editing 

efficiency with ~7% indel rate in human iPSCs, though efficiencies 

and indel rates are highly cell type and editing context dependent [19]. 

Prime editors can facilitate DSB-free integration of small fragments on 

the order of ~<44bp [18], though at limited and varying efficiencies. 

Recently, PE6a-g have been developed through phage-assisted 

continuous evolution (PACE) with enhanced properties over the 

PEmax generation. The PE6a and PE6b variants featured engineered 

reverse transcriptases that are 516-810 bp smaller than MMLV, 

achieving similar editing efficiencies to PEmax. PE6c and PE6d 

achieved editing efficiencies as high as 50% in HEK293T cells, 

leveraging a hairpin in the RTT. Further, these tools are compact 

enough to be packaged into a dual-AAV system, enabling potential 

therapeutic utility. Variants PE6e/f/g achieved 0.5-2 fold higher 

editing efficiency to PEmax across a variety of loci in N2a and 

HEK293T cells [60]. One additional consideration when performing 

insertions with prime editors is to ensure, if possible, that the reverse 

transcription template is PAM-less, removing the possibility of 

repeated editing of the same locus. Additionally, medium scale 

integration (100bp-1kb range [46]) can be facilitated via paired prime 

editing strategies such as TwinPE [9] albeit at modest to low 

efficiencies. Prime editing also facilitates delete-and-insert strategies 

where the reverse-transcriptase template encodes the insertion to 

“overwrite” the region to be deleted [18]. 
  For precise integration of large (on the order of 10s to 100s of kb) 

fragments, there are a number of tools that have been developed, 

though rather expectedly suffer from poor efficiencies. The first 

generation of these tools involved fusing a dead-Cas9 (dCas9) 

incapable of nuclease activity to transposases such as Ginβ [61] , 

Sleeping Beauty [62], and Piggybac [63]. While scarless, the key 

limitation is that integration sites are transposase-specific, and often 

ubiquitous such as TTAA for piggybac, resulting in directed, but 

nevertheless nonspecific integration. Type V-K and 1-F CRISPR-

associated transposases (CASTs) have also been used to mediate 

specific integration of fragments on the ~10-100kb range, although at 

efficiencies < 5% and leaving target site duplication scars [64] [65]. 

Recently, strategies using recombinase landing pads have increased in 

popularity, as recombinases such as Bxb1 can facilitate specific 

integration of large fragments with modest efficiencies. Use of 

recombinases however requires pre-integration of Bxb1 recombination 

sites (38bp AttB or 50bp AttP) into the target locus. Prime editing 

strategies such as Twin-PE knock-in have been leveraged to precisely 

integrate these recombination loci, and was built upon by PASTE 

where the Bxb1 recombinase was directly fused to the prime editor 

[66]. PASTE mediated context dependent efficiencies of ~5-60% and 

insertion of cargo of up to 36 kb without off target editing due to the 

high specificity of recombinases. As of date, the highest efficiency 

method is eePASSIGE, which features an enhanced Bxb1 recombinase 

with ~3.2 fold higher integration rate than WT Bxb1, and when directly 

compared to PASTE reported ~16 fold higher efficiency across 4 

genomic loci in HEK293T [67]. Though there is still much work to be 

done to generate efficient, programmable, and multiplexable large 

scale genomic edits, the field is rapidly making progress towards these 

goals. 

 

4) Substitution 
Single to few nucleotide substitutions can be achieved with 

relatively high fidelity using base editors. In base editor systems, Cas9 

nickase is fused to adenosine and cytidine deaminases, often 

accompanied by DNA repair biasing motifs. Current base editor 

systems can facilitate A-to-G, A-to-C, A-toT, C-to-T, and C-to-G 

conversions [12], [68], [69], [70], [71]. The current challenge with 

base editors is that although they can achieve on-target efficiencies 

with as high as 80% editing and off-target rates of under 1%, they 

contain an editing window [72]. That is, while base editors have an 

empirically determined preference for editing certain nucleotide 

positions, they may edit some, none, or all bases within a ~4-8 bp 

window, though active research is being done to prejudice editing 

outcomes for specific bases [73] [70]. Further, choosing a base editing 

strategy is a complex and context dependent decision process to which 

we direct the reader to: [5]. It is worth noting that conventional base 

editors cannot function to edit the mitochondrial genome, as 

mitochondria lack the machinery necessary to import sgRNAs. As a 

result, CRISPR-independent mitochondrial base editors have been 

developed such as DdCBEs [74], [75], which leverage a split 

deaminase targeted by transcription activator-like effectors (TALEs) 

to perform double stranded C-G to T-A conversions. More recently, 

mitoBEs [76] have been developed to enable single stranded A-to-G 

conversions.  
Prime editors provide enhanced flexibility and specificity over base 

editors in the genomic substitution application as they enable all 12 

possible substitutions and overcome potential limitations in base 

editor’s editing windows with a reverse transcription template which 

enables precise specification of the substitution location. Further, 

prime editors can enable substitutions of larger than a few bases, to 

which base editors are restricted. Nevertheless, they are subject to the 

same caveats as discussed in the above section, including potential 

indel formation, off target editing, and modest efficiency. In 

applications that are intolerant to indel formation or require high 

editing efficiency, base editors should be the first modality attempted. 

Conversely, in applications requiring flexibility around the target locus 

and specificity of editing, prime editors would be preferred. 

B. Change of Expression 

Genome activation and repression techniques generally consist of 

two components: a targeting moiety and an effector domain. The 

targeting moiety is typically customized to a genome sequence of 

interest, directing the effector domain to modulate gene expression. 

The majority of modern targeting moieties consist of sgRNA-dCas9 

due to the system's high modularity. A few notable alternatives 

include dCas12, TALENs and ZFs. While the use of dCas9 is 

standard as a targeting transcriptional, there exist a large variety of 
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effector domains to encompass a broad range of desired 

transcriptional modulations. Generally these can be split into gene 

activation and gene repression, further subdivided into transient and 

stable modes of transcriptional control. The potency of repressive, 

and to a greater extent activation tools are highly context dependent, 

and multiple tools may need to be assayed for the same locus in 

parallel to devise the optimal strategy. 

 

1) Repression 
The current gold-standard architecture for achieving robust 

transient transcriptional repression is a fusion of dCas9 to the zinc 

finger-imprinted 3 (ZIM3) KRAB domain [10]. In direct comparison 

with a number of other KRAB domains, the ZIM3 KRAB enabled 

robust transcriptional repression over a wide range of genomic 

contexts, and its small size is permissive to most delivery strategies. 

To achieve stable repression (inherited through > ~25 cell cycles), 

epigenome engineering strategies have been leveraged to engineer 

repressive epigenetic marks. Examples of attempts at this have 

included dCas9 fusions to LSD1 (demethylating H3K4me2 and 

deacetylating H3K27) [77], HDAC3 (H3K27 deacetylase) [78], and 

FOG1 (HE3K27 trimethylation) [79]. While these domains are 

capable of inducing repression, they are not particularly potent when 

compared to KRAB. CRISPRoff [80] [81] leverages KRAB and 

DNMT3A/3L to achieve potent and heritable epigenetic silencing of 

a locus, though DNMT3A was found to be cytotoxic. Using a similar 

architecture, durable silencing was achieved for nearly 1 year in mice 

[82], and toxicity has since been improved via updates to the effector 

domains e.g. CHARM [83].  

 

2) Activation 
There are a number of gene activation architectures that have been 

developed to attempt robust and persistent gene activation. It is 

generally considered in the field that robust activation is challenging 

to achieve across  a broad range of genomic loci, particularly if the 

gene of interest has very low basal levels of transcription. 

Nevertheless, a large activation toolkit has been developed, with tools 

that have been shown to facilitate potent activation at certain genomic 

loci. Two architectures we highlight for first-pass attempts at potent 

transient activation are dCas9-SAM [84] and dCas9-VPR [85]. One 

key challenge with these architectures is their relatively large size 

(150-1400 bp for SAM ~1600 bp for VPR [7]), which may be 

impermissible for delivery. In these cases, a dCas9-VP64 [86] 

(~150bp) or a dCas9-dual VP64 [87] architecture (~300 bp) may be 

used, though these tools may not achieve the same activation effect 

size as SAM or VPR. Other notable activation architectures include 

dCas9-p300 [88], Casilio , SunTag [89], FIRE [90], and DREAM 

[91]. For heritable/durable activation of loci, similar epigenome 

engineering strategies as those used for repression have been 

leveraged. Fusion of dCas9 to the DNA dioxygenase TET1 has been 

shown to produce stable activation in mouse models [92]. CRISPRon 

leverages TET1 with the addition of p65-Rta to reactivate genes 

previously silenced via CRISPRoff [81].  

 

3) Orthogonal Regulation 
Some genome engineering applications require a cross between 

activation and repression, or change of function and change of 

expression. For example, it is enticing to study the co-regulation of 

two genes in a shared molecular pathway by inhibiting one gene and 

activating the other. A key limitation for this type of study is that 

with CRISPR-Cas based systems, the same CRISPR-Cas variant 

cannot be used for both activation and repression. This is because the 

scaffold for repressing and activating sgRNA may bind to either the 

repressing or activating Cas protein (if they are identical) and thus 

whether the desired target locus is activated or repressed cannot be 

controlled. A common strategy to overcome this is to use orthogonal 

editors – a different Cas variant for the activation and repression. For 

example, VPR-dSaCas9 may be used for activation and KRAB-

dSpCas9 may be used for repression in tandem due to their different 

sgRNA scaffold specifications [93]. dCas9 and dCas12 may also be 

used in a similar way, and in RNA editing contexts Cas13a has been 

used with Csm6 [94]. For contexts where a change of function (e.g. 

base editing) is mixed with a change of expression (e.g. activation), a 

single-Cas9n dual-sgRNA strategy has been implemented wherein 

the first sgRNA facilitates the change of function, while the second 

binds to the post-edit region and recruits activating domains via 

aptamer loops [95]. 

 
Figure 2. High Throughput Genome Sequencing Workflow. 

 

4) High-Throughput Screening 
High-throughput screens leverage the modularity of sgRNAs - as 

the variable targeting sequence and Cas-binding scaffold are 

independent - to perform tens to tens-of-thousands of perturbations in 

a parallel, pooled fashion. The high modularity of this approach has 

enabled massively parallel querying of fundamental genotype-

phenotype relationships. By investigating the cellular fitness impact of 

perturbations, selecting for phenotypes of interest [96], or measuring 

observed phenotypes through single-cell RNA sequencing (a 

technique known as Perturb-Seq) [97], researchers can discover the 

functional role of genes (Figure 2). To do so requires generation of 

sgRNA libraries – a mixture of sgRNAs that in union cover all genes 

of interest – which is a labor-intensive process. Further, there is an 

interoperability challenge with sgRNA libraries. Generally, 

CRISPRko sgRNA target the CDS of a gene and are thus incompatible 

with other forms of CRISPR editing such as CRISPRa/i which tend to 

target near the transcription start site or promoter & enhancer regions. 

As a consequence, to study different aspects of gene regulation, 

separate sgRNA libraries will need to be created for each perturbing 

modality.  
Further, for Perturb-Seq, there are nuances associated with the 

perturbing modality of choice. Choosing CRISPRko has benefits in 

that a large associated phenotypic change may be seen, however it 

may be challenging to isolate cells that received a perturbation. True 

knock-out events may be conflated with scRNA-seq associated 

dropout events, and as a result is is not possible to determine if a cell 

received a knockout by evaluating gene expression alone,  though 

there have been a number of tools developed [98] to isolate these 

cells such as Mixscape [99]. CRISPRi’s key advantage is that the 

extent of perturbation can be measured directly via comparing the 

expression of the perturbed gene in treated vs. control cells, though it 

may not yield as strong phenotypic results [100]. CRISPRa is 

challenging to robustly achieve across a range of genomic loci, and 

thus overexpression of these gene open reading frames is a preferred 
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approach [101] , though libraries of this form are challenging to 

create. Finally, regardless of perturbation strategy, there is still a lack 

of consensus on the correct way to carry out Perturb-seq experiments 

and analyze data [102].   

 

5) Genome Engineering Future Directions 
Since the characterization of Cas9 and its applications to genome 

engineering in 2013 [2], [3], [103], there has been substantial and 

rapid development over the past decade to develop tools enabling all 

basic forms of genome editing. Here, we have provided a roadmap 

for tool selection in the genome engineering context, and highlighted 

nuances to consider when electing a tool for use. The general tool 

selection decision tree is outlined in Figure 1. While there is still 

substantial work to be done towards enhancing efficiency, improving 

precision, and expanding capacity, the pace of developments will 

lead to a set of robust genome editing tools enabling near complete 

genomic control. It will be interesting to monitor which paradigm, 

one-tool-one-job (such as base editors) or one-tool-all-jobs (such as 

Prime editors), will eventually be the modality of choice. There have 

also been recent developments in RNA based DNA editing tools such 

as HYERs [104] and Bridge RNAs [105] which show high promise, 

though are still at the proof-of-concept stage. 

III. TRANSCRIPTOME ENGINEERING 

The transcriptome is the complete set of RNAs, both coding and 

non-coding, present inside a cell or organism [99]. Recently, the 

transcriptome has garnered more attention with the development of 

various tools to edit or silence certain transcripts. These tools fall 

under the umbrella of “transcriptome engineering” where scientists 

can precisely target the locus they are interested in to modulate the 

function of RNAs. Transcriptome engineering can help us understand 

a wide range of biological phenomena such as gene regulation or 

developmental biology. Furthermore, by analyzing the transcriptome 

we can decipher disease mechanisms and identify potential 

therapeutic targets. 

RNA is transient, meaning that it is rapidly synthesized, processed, 

and degraded. Therefore, any changes made to the transcriptome are 

not permanent. This contrasts genome engineering with tools such as 

CRISPR-Cas9 which make permanent edits to knock down specific 

genes [107]. This is both a pro and a con of RNA editing 

technologies as repeat administration is oftentimes necessary to 

achieve sustained editing or knockdown. However, the reversible and 

adjustable nature of many transcriptome engineering tools make them 

much more translatable to clinical and therapeutic applications. As a 

result, a plethora of recent research has focused on the development 

and advancement of technologies in the field of transcriptome 

engineering. 

A. RNA Targeting Cas Effectors 

While Cas9 was extensively explored in the early 2000s its RNA-

targeting counterpart Cas13 was not discovered until 2015. [108] 

Cas13 notably contains two higher eukaryotes and prokaryotes 

nucleotide-binding (HEPN) domains which enable target RNA 

cleavage. Similar to Cas9 based systems a guide RNA, also known as 

a crRNA, is used to direct  Cas13 to its target location to induce 

transcript cleavage (Fig 3). Cas13 is considered a class II CRISPR-

Cas system as it only contains a single subunit effector complex 

[109]. Similarly, Cas9 also belongs to class II. These class II systems 

have been more thoroughly examined due to the more 

straightforward effector composition [110]. Abudayyeh et al. 

identified the class II type VI system which contains the sole effector 

C2c2 which is RNA targeting [111]. This later became known as 

Cas13a, but is important foundationally as these class II type VI 

systems are one of the only RNA targeting Cas effectors. There are 

various other Cas13 subtypes in addition to Cas13a such as Cas13b 

[112] and Cas13d [113]. While these are the most widely used there 

are many more which all function similarly to silence RNA 

transcripts via cleavage. 

 

1) RNA Silencing via Cas13 
RNA silencing via CRISPR-Cas13 is a powerful tool in the field of 

transcriptome engineering as opposed to Cas9 the Cas13 approach 

focuses on gene silencing at the post transcriptional level. This allows 

for discovery of potential therapeutics by knocking down aberrant 

transcripts, or studying how the knockdown of one gene may have 

transcriptome wide changes. Other RNA silencing technologies such 

as RNAi have been found to have high off target effects [114]. 

Targeting RNA with the CRISPR-Cas13 is a much more translatable 

alternative as it can perform at similar efficiencies, but with much 

higher specificity. Similar knockdown efficiencies (40-80%) for 

multiple endogenous genes were observed when comparing Cas13a to 

shRNA. It is key to note the researchers here identified hundreds of 

off-target effects using shRNA compared to none in the Cas13a 

condition [115]. In 2016, [111] the researchers observed both off-

target effects and sequence-specific RNA degradation using Cas13a; 

however, these experiments were performed in vitro. Degradation of 

non-target RNAs was also observed [116], but again this was not in 

the context of mammalian cells. Similar collateral cleavage of off-

target RNA was also observed in vitro using Cas13b, but only in the 

presence of the target sequence [112]. While in vitro applications are 

less therapeutically relevant than mammalian systems these off-target 

effects are still something that needs to be carefully monitored no 

matter the application system. 
In addition to non-specific RNA cleavage another hurdle is 

delivery of Cas13 in vivo.The most therapeutically relevant delivery 

modality is Adeno Associated Viruses (AAVs), but there is a limit in 

packaging capacity [117]. One of the main challenges researchers 

have aimed to solve is discovering new Cas13 variants that are 

smaller allowing for more efficient AAV packaging [118]. One such 

example is Cas13d which is only 930 amino acids in size compared 

to the previously mentioned Cas13a which is 1,250 amino acids 

[119]. In addition to its smaller size Cas13d, also known as CasRx, 

This article has been accepted for publication in IEEE Reviews in Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/RBME.2024.3494715

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 10,2024 at 03:45:18 UTC from IEEE Xplore.  Restrictions apply. 

https://paperpile.com/c/qS16Cj/yM8C
https://paperpile.com/c/qS16Cj/JSzt+kMqS+SW0y
https://paperpile.com/c/qS16Cj/cjlp
https://paperpile.com/c/qS16Cj/3c1i
https://paperpile.com/c/qS16Cj/WHEB
https://paperpile.com/c/qS16Cj/g5zu
https://paperpile.com/c/qS16Cj/n1y5
https://paperpile.com/c/qS16Cj/Vi1p
https://paperpile.com/c/qS16Cj/g5zu
https://paperpile.com/c/qS16Cj/ONH4


RBME-00228-2024 

 

 

7 

 
Figure 3. Transcriptome Engineering Tool Selection Flowchart. 

 
exhibited increased knockdown efficiency compared to CRISPRi and 

shRNA. Additionally the in vivo results [115] indicated  there were 

no off-target effects in mammalian cells using CasRx compared to 

~900 significant off-target changes when using shRNA targeting the 

same transcript. Two other subtypes named Cas13X and Cas13Y 

were identified with sizes just under 800 amino acids [120]. Again, 

this novel family was able to show comparable knockdown efficiency 

to other Cas13 effectors when targeting various endogenous 

transcripts in mammalian cells with limited off target effects. 

Furthermore, a novel Cas effector termed Cas7-11 was recently used 

as an alternative to traditional Cas13 effectors. The name Cas7-11 is 

derived as this effector combines the Cas11 domain with various 

subunits from Cas7 [121]. Cas7-11 was found to have similar 

efficiencies for knockdown of endogenous targets in HEK293T cells 

compared to LwaCas13a, PspCas13b, and RfxCas13d. Notably, 

Cas7-11 was found to have significantly less off-target effects than 

shRNA or RfxCas13d. Again, this underscores the importance of 

monitoring off-target transcriptome effects when employing these 

Cas nuclease based systems. 

 

2) High-Throughput Transcriptome Engineering 
High throughput transcriptome engineering is a powerful tool to 

perturb multiple genes simultaneously. This can allow researchers to 

uncover genetic links, and understand how different families of genes 

work together in the transcriptome. Furthermore, this tool can be 

leveraged to determine optimal gRNA design and most effective 

target locations. 

Specifically, a high throughput gRNA screen identified a “seed 

region” of Cas13d [122]. This “seed region” was defined as a short 

sequence in the crRNA that plays a key role in recognizing and 

binding to target RNA. Any mismatches in this region have been 

shown to cause much more drastic decreases in knockdown 

efficiency versus mismatches at other locations [123]. High 

throughput screens have also focused on tiling target RNA with an 

array of gRNAs. These screens have revealed high knockdown 

sensitivity depending on certain regions the gRNA is targeting; for 

example, strong negative correlation was shown between crRNA 

potency and cytosine nucleotides in the spacer sequence [124]. This 

underscores another main design consideration that needs to be taken 

into account when utilizing the CRISPR-Cas13 system.  

Combinatorial screening is a very powerful tool that has been 

exhaustively explored in the context of genome engineering. More 

recently these screening principles have been applied to the 

transcriptome field. A combinatorial screening platform named 

MEGA (Multiplexed Effector Guide Arrays) was used to analyze 

CAR T cells [125]. Through this system they were able to identify 

pairs of genes that work synergistically to regulate T cell function. 

Another technology named CaRPool-seq merged Cas13 RNA 

knockdown and Perturb-Seq [126]. This combinatorial screen 

allowed for elucidation of interactions between chromatin regulators 

involved in acute myeloid leukemia. Both of these Cas13 based 

screening methods have multiple advantages over traditional Cas9 

knockdown screens. Mainly, altering DNA with Cas9 can have 

various genotoxic side effects such as large deletions and 

chromosomal truncation [39], [127]. By focusing on the 

transcriptome we can circumvent these issues by knocking down 

transiently made RNA. An example of a high throughput Cas13 

knockdown screen examining cancer cell fitness can be seen in Fig 4. 

 

3) Recent Developments and Future Directions 
The recent work utilizing Cas13 has focused on alleviating the two 

potential pitfalls mentioned earlier. First, the possibility of off-target 

effects and second, size limitations for efficient packaging into AAVs. 

A 2024 paper utilized the protein structure prediction software 

AlphaFold to engineer mini variants of Cas13b and Cas13d [128]. 

These “mini” variants were able to recapitulate both RNA binding and 

cleavage activity as their full size counterparts. This highlights the 
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Figure 4. High Throughput Transcriptome Engineering Workflows. 

 
power of computational approaches, which have been gaining 

increased attention, in discovering and novel Cas effectors. 

Furthermore, computational methods such as machine learning and 

deep learning have been used to predict both on-target and off-target 

activity of various guide sequences. 
Another novel application of Cas13 effectors is targeting RNA 

viruses. Recent work has shown the ability of CRISPR-Cas13 to 

eliminate the EV-A71 RNA virus in vivo [117]. There is currently no 

treatment for EV-A71, also known as hand, foot, and mouth disease. 

Cas13 systems offer a very unique treatment modality as they have the 

ability to cleave both the viral RNA genome and viral mRNA. 

Broadening the application of the CRISPR-Cas13 system from 

silencing endogenous transcripts to cleaving viral RNA opens the door 

for a whole new clinical application. 
The field is still focused on developing Cas13 effectors with 

increased specificity for certain applications. For example, developing 

a specific CRISPR-Cas13 platform for a certain disease associated 

repeat sequence associated with ALS [129]. In addition, recent work 

has been focused on improving the translatability of CRISPR-Cas13 to 

patients. One of the main hurdles is the inflammatory immune 

response in response to the foreign Cas protein [130]. As a result, there 

is still need for improvement to Cas13 via certain chemical 

modifications to decrease this immune response, and allow for 

application to human patients. 
Lastly, there is still a great deal of investigation into the off-target 

effects of the various Cas13 effector subtypes in different contexts.As 

mentioned earlier [115], [119] little off target-effects were reported 

using Cas13a and Cas13d when targeting endogenous transcripts in 

mammalian cells. Contrary to this recent work has identified off-

target cleavage when using Cas13d in both drosophila and human 

cells [131]. One interesting finding was that off-targets effects 

seemed to be positively correlated with level of on target transcript. It 

is worth noting that the off-target cleavage results did vary based on 

cell type such as HeLa, HEK293, or drosophila. Thus, an important 

aspect in the biological system that must be considered when 

employing Cas13. Overall, the CRISPR-Cas13 system is a very 

powerful transcriptome engineering tool that has wide applications 

for RNA silencing. 

B. RNA Silencing Technologies 

1) Antisense Oligonucleotides (ASOs) 
Long before the discovery of RNA targeting Cas effectors antisense 

oligonucleotides were the gold standard for RNA knockdown. As early 

as 1979 it was discovered that hybridization of a DNA oligo to a target 

RNA could induce RNase H mediated cleavage [132]. At their most 

basic level antisense oligonucleotides are chemically modified single 

stranded RNA or DNA around 16 to 30 base pairs in length [133]. They 

bind to target RNA using Watson-Crick base pairing, and can 

modulate RNA in a variety of ways [134]. The main method is via 

RNase H mediated cleavage which recognizes the DNA portion of the 

RNA-DNA hybrid that is formed when an ASO binds [135]. ASOs can 

also be ssRNA and function to inhibit translation by sterically blocking 

ribosomal machinery [136]. Both of these methodologies, although 

different mechanisms, work toward the same goal of mRNA silencing 

(Fig 3). 
The main consideration when using ASOs is the chemical 

modifications that need to be incorporated to increase their 

effectiveness. As mentioned prior ASOs are single stranded 

oligonucleotide molecules, and as a result oftentimes have short 

plasma half-lives in vivo [137]. This is especially true in the case of 

ssRNA ASOs as this form of RNA is very prone to degradation. The 
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two most prominent modifications are phosphorothioate (PS) and 2’O-

methoxyethyl (2’-MOE) [138], [139]. The PS modification replaces 

the non-bridging oxygen in the phosphate with a sulfur atom. This 

allows for broader distribution, and gives ASOs amphipathic 

properties enabling them to interact with various proteins facilitating 

cellular uptake [140]. The 2’-MOE ASO involves modification of the 

2’-hydroxyl group on the sugar [141]. This modification has been 

shown to increase potency by improving binding affinity, and have 

better pharmacokinetic properties [142]. Specifically PS ASOs have 

been shown to have tissue half-lives of about 48 hours, while 2’-MOE 

PS ASOs have half-lives of 2 to 4 weeks [143]. This allows for much 

more infrequent dosing making applications more cost effective and 

safer for the patients. One thing that must be mentioned here is that 2’-

MOE is an RNA modification, but complete RNA based ASOs cannot 

elicit RNase H cleavage. This is where the development of the 

“Gapmer” ASO comes from. Here the central region of the ASO is 

composed of DNA while the flanking nucleotides are RNA with the 

2’-MOE modification [144].  
ASOs offer a key advantage over the previously discussed CRISPR-

Cas13 system. ASOs are much more translatable from lab to clinical 

use on patients due to reduced immunogenicity versus Cas13. Cas is a 

foreign protein, and thus its applications are limited in applying it to 

the patients. ASOs on the other hand are simply RNA or DNA so elicit 

much less of an immune response. The main downside here is that 

manufacturing ASOs is oftentimes very expensive. This is due to the 

extensive chemical modifications that need to be made before the ASO 

can be used which is a very energy-intensive, high waste process 

[145].  
ASOs have been around for almost 50 years, but there are still a 

great deal of advancements being made in this field. Specifically, this 

research has focused on further modifications to both reduce potential 

toxicity and increase potency. For example, a group developed a new 

ASO termed BNAP-AEO that involved utilizing a modified sugar 

[146]. This modification both decreased CNS toxicity and enhanced 

silencing effects. Furthermore, recent work has focused on making 

high throughput experiments with ASOs more efficient. A 

biophysical screening strategy was developed that used various 

techniques such as differential scanning fluorimetry and surface 

plasmon resonance to determine ASO binding affinity in a high 

throughput manner [147]. Currently, there are over 20 FDA and EPA 

approved antisense drugs  with many more being currently developed 

[148]. ASOs are such a powerful tool as in theory with the correct 

design they can target almost any endogenous RNA through simple 

Watson-Crick base pairing rules. 

 

2) RNAi - Small Interfering RNA (siRNA) 
siRNAs employ a similar mechanism to ASOs in that they bind to 

their target via Watson-Crick base pairing [149]. siRNAs are delivered 

as dsRNA where they are first cleaved by a dicer to form what is 

actually termed siRNA [150]. The siRNA forms a RISC complex 

which involves various other proteins. This siRNA and RISC complex 

binds to its target mRNA and induces cleavage thus silencing the 

transcript [151] (Fig 3).  
SiRNAs suffer from the same pitfalls as ASOs. Specifically, they 

have relatively poor pharmacokinetic properties as once they are in 

their single-stranded RNA form they are very quickly degraded by 

nucleases [152]. As a result, incorporation of various chemical 

modifications can both increase potency and improve 

pharmacokinetics. The same 2’-MOE, 2’-O-Me and 2’-F sugar 

modification and PS backbone modifications that were discussed prior 

for ASOs have also been applied to siRNAs [153], [154].  
Delivery systems for siRNA vary based on the desired application. 

Naked delivery involves using no delivery system at all, and in this 

case the siRNA is naturally filtered through the kidney [152], [155]. In 

addition to the kidney siRNAs rapidly accumulate in the liver which 

plays a main role in detoxification [156]. To reach other organs such 

as the eye local injections have been used to exhibit promising effects 

[157]. The main delivery system that has been explored involves using 

lipid based systems. Lipid nanoparticles (LNPs) are powerful in 

combination with siRNAs as they protect the siRNA from nucleases 

and combat renal clearance [158]. The first siRNA-based drug 

approved by the FDA by the name Patisiran (Onpattro) is formulated 

and delivered using LNPs [159]. 
Another modification which has garnered a lot of attention is N-

acetylgalactosamine (GalNAc). This is a sugar that serves as a ligand 

for the asialoglycoprotein receptor (ASGPR) [160]. This receptor is 

only expressed on liver cells (hepatocytes) and in very high 

abundance. As a result this modification is highly effective for 

therapies where liver targeting is desired [161]. Companies have also 

developed antibody-oligonucleotide conjugates for improved delivery 

[162]. In a similar fashion to GalNAc these antibodies can be used 

for very specific targeting to certain tissues or cell types of interest by 

honing in a certain receptor. 

 

3) RNAi - Short Hairpin RNA (shRNA) 
shRNAs work using the same mechanism as siRNAs, but differ in 

how they are produced and processed. shRNA is processed within the 

cell into siRNA where it can then function to knock down genes [163]. 

The main benefit here over siRNA is that shRNA can be incorporated 

into plasmid vectors. Furthermore, they can be integrated with viral 

vectors allowing for host genome integration [164]. This allows for 

continuous production and a more long-term knockdown effect. 

shRNA is a single-stranded RNA molecule that folds on itself to form 

a double-stranded stem with a hairpin loop [165]. Similar to siRNA 

which is double stranded RNA the dicer functions to cleave this 

molecule into single strands known as mature siRNA.  

Although shRNA is advantageous due to being more persistent, it is 

less translatable because it requires an expression vector. In the case of 

patient applications delivering plasmid or lentivirus is not as appealing 

as simply delivering synthetic RNA in the case of siRNA [54]. These 

safety concerns regarding delivery have hindered the translation of 

shRNA to clinic, but it still remains a powerful tool for gene therapy 

due to its long-lasting nature. Furthermore, both siRNA and shRNA 

have been shown to have significant off-target effects as guides can 

bind to other targets with partial guide similarity [166], [167]. Similar 

to the CRISPR-Cas13 system, high throughput RNAi screens can be 

used to analyze knockdown of a pool of targets. shRNA-expressing 

plasmids make these screens very straightforward as plasmid libraries 

can be quickly constructed for targets of interest [168], [169]. Then 

they can be utilized in a pooled manner to cells the same way gRNA 

libraries are. One of the most common screening types are barcode 

enrichment screens. In these types of screens gDNA is isolated, 

barcodes amplified, and sequenced using NGS [170]. An overview of 

one such screen applied to identification of anti-cancer gene targets is 

shown in Fig 4. These sort of fitness screens are a very common 

application of pooled RNA knockdown screens due to straightforward
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Figure 5. Transcriptome Engineering Tools in Depth. 

 
readout in terms of barcode depletion. While viable, RNAi screens 

have been shown to have high off-target effects, and thus have fallen 

out of favor for the more modern CRISPR-Cas pooled screens (Fig 4).  
A brief overview of the main RNA silencing technologies discussed 

above such as CRISPR-Cas13, ASOs, siRNA, and shRNA can be seen 

in Fig 5. 

C. Splicing Modulation 

1) Antisense Oligonucleotides 
ASOs were discussed in depth prior as a well-studied method to 

silence transcript expression either through degradation or steric 

blockage of translation machinery. The ability of ASOs to modulate 

splicing was discovered later on in 1993 analyzing beta-thalassemia 

[171]. Specific mutations in beta-thalassemia cause aberrant splicing; 

however, targeting ASOs to the intron branch point led to restoration 

of correct splicing. ASOs can modulate splicing in a similar manner to 

how they inhibit translation through steric hindrance. Instead of 

blocking translation machinery they instead block splicing factors 

from binding to pre-mRNA [172].  

A popular tool that has been employed in this sphere is “ASO 

walks” offering screens to determine which ASOs are most effective 

[173]. These walks tile intronic or exonic regions of pre-mRNA to 

potentially identify key splice sites. This tactic of ASO walks can be 

seen in Fig 4. One of the main diseases associated with aberrant 

splicing is spinal muscular atrophy (SMA). In SMA there is a loss of 

function of the SMN1 gene. The SMN2 gene has the same function, 

but there is a mutation that causes skipping of an exon 7 greatly 

reducing levels of function protein produced [174]. A two-step ASO 

walk was used first tiling exon 7 and its flanking introns using 15mers 

with 10 nt overlap [175]. Then going back and again tiling the hit 

regions with finer resolution of single nucleotide steps. This work led 

to the development of Spinraza (Nusinersen) which is an ASO 

targeting a splice silencing site in the intronic region after exon 7 [176]. 

A very similar two-step ASO walk screen was employed analyzing 

familial dysautonomia where a mutation in the IKBKAP gene causes 

exon 20 to be skipped [177]. This screen had the same goal of 

identifying ASOs that would increase exon 20 inclusion restoring 

normal gene function.  
Similar screens have been done for other targets where the 

preferred therapeutic outcome was reduction of exon inclusion [178]. 

In the case of Duchenne Muscular Dystrophy the ASO would induce 

skipping of a certain exon leading to restoration of the correct 

translation frame [179]. Currently, four ASO therapeies have 

received conditional FDA approval for DMD and more are in clinical  

trials [180]. An example of how ASO walks can be applied to 

discovery of splice regulatory sites for treatment of DMD can be seen 

in Fig 4. 

 

2) dCas13 + gRNA 
dCas13 is a catalytically dead version of Cas13 which does not 

have the ability to perform transcript cleavage. Instead dCas13 has a 

role in blocking via steric hindrance similar to how RNA based ASOs 

function. Therefore, instead of using ASOs to modulate splicing, 

recent research has focused on utilizing dCas13 in combination with 

a gRNA for the same purpose. This is a much more efficient 

alternative to previously discussed ASO walks which can be 

expensive and time consuming [181]. High throughput screens of this 

nature can be used to identify splice regulatory sites [182] (Fig 4). 

Once these sites are identified ASOs, which are much more 

translatable to patients, can be developed that target the same location 

[181]. 
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D. RNA Editing 

1) Large Substitutions 
Compared to genome engineering there are much fewer tools to 

perform edits at the RNA level. There are two main classes of edits 

that are explored at the transcriptome level which are large 

substitutions and then single base pair edits. One of the few 

mechanisms to make larger edits at the RNA level is trans-splicing. 

Trans-splicing involves correction of mRNA transcripts through 

introduction of another RNA molecule which can be spliced in as a 

replacement. Trans-splicing is similar to previously discussed splicing 

modulation in that both technologies involve tricking native splicing 

machinery (spliceosome) [183]. In the case of trans-splicing the key is 

avoiding cis splicing (normal) in favor of trans-splicing of the new 

replacement RNA. In normal cis splicing the exons are joined together, 

and the introns are spliced out. In trans-splicing splicing occurs in 

between two separate RNA transcripts one of which usually carries a 

repaired cDNA sequence. Trans-splicing involves the delivery of a 

PTM (pre-trans-splicing molecule) which has the replacement RNA, a 

binding domain to the target of interest, and then an intronic sequence 

that functions to facilitate splicing [183]. This intronic sequence is 

recognized by the spliceosome and other pieces of splice machinery to 

allow for the PTM to be spliced onto the target transcript of interest. 

An overview of the trans-splicing PTM design and workflow can be 

seen in Fig 6. 

 
Figure 6. Trans-Splicing Workflow. 

 

Trans-splicing is a field that has been around for 20+ years now, and 

has always been of great interest due to its versatility and ease of 

design. A corrective therapeutic that only involves one piece of RNA 

is very appealing; however, the field has been limited by poor 

efficiencies and off-target effects [184]. There have been a number of 

papers exploring the treatment of various diseases using trans-splicing 

to replace an exon or group of exons where there is a mutation. Some 

examples include cystic fibrosis, retinitis pigmentosa, and haemophilia 

A [185], [186], [187]. As mentioned prior these have all been limited 

by minimal efficiencies. In most of these cases in the PTM the binding 

domain ranged from 70-150bp complementary to the intron of the 

target mRNA transcript [188]. One major factor in trans-splicing 

efficiency revolved around not only the size of the binding domain, but 

also where on the intron the binding domain was targeted to. Here the 

binding domain serves a key role of bringing the PTM and the target 

transcript in close proximity so that trans-splicing can occur. 
Trans-splicing for the last roughly 10 years has been a relatively quiet 

field; however, recently there have been a new wave of papers all 

focusing on a new method for highly efficient trans-splicing. These 

papers combined the power of the previously discussed RNA targeting 

Cas effectors with the versatility of trans-splicing. Either catalytically 

active or catalytically dead Cas effectors, or a combination of both 

were used in order to inhibit cis splicing and boost trans splicing. Fifils 

et al. utilized Rfx-dCas13d (catalytically dead) as a means to block 

native splicing machinery via steric hindrance [189]. This is the same 

mechanism discussed in the previous section of splicing modulation. 

Furthermore, since the cargo is being guided by a crRNA allowing for 

increased efficiency and specificity. Various efficiencies for 

endogenous targets ranging from ~20-50% were observed compared 

to sub 10% when using a solely RNA binding domain. 
The PRECISE system explored by Schmitt Ulms et al. employed 

the Cas7-11 effector which was discussed prior as having multiple 

advantages over RfxCas-d13d in terms of decreased off-target effects 

[190]. There was a wide range in editing efficiency observed ranging 

from ~15% to 85%. Lastly, Chandrasekan et al. explored the 

RESPLICE system which combined dCasRx to inhibit cis splicing 

via steric hindrance with Cas7-11 to cleave the native transcript 

further decreasing cis splicing [191]. Similar efficiencies to the 

previously discussed papers were achieved for this dual Cas system. 

Although these papers did show increased efficiency over traditional 

RNA binding domain technologies they are less translatable to the 

clinic due to the immunogenicity of the Cas protein. Furthermore, 

efficiencies widely vary for different endogenous targets indicating 

there is a great deal of room for optimization. Nonetheless, trans-

splicing remains a powerful technology to make large RNA edits as it 

is one of the only transcriptome engineering tools for this application. 

E. RNA Base Editing 

1) Adenosine deaminase acting on RNA – ADAR 
RNA editing is a powerful tool as it enables transient editing rather 

than permanent genomic changes with technologies such as base 

editors. To enable RNA editing we can leverage the capabilities of 

RNA editing enzymes such as ADAR [192]. This enzyme is capable 

of catalyzing A-to-I editing on dsRNA where there is an A-C 

mismatch [193] (Fig 3). ADAR enzymes are naturally active in the 

body catalyzing posttranscriptional A-to-I editing of RNA transcripts. 

For example, ADARs have been shown to be especially active in the 

brain with high editing rates in neuronal cells. [194] As a result, this 

enzyme can be translated to a therapeutic context by directing its 

editing location. The most common strategy to perform this 

modification is utilizing an antisense guide RNA where there is a 

cytosine mismatch at the adenine location of interest [195], [196]. 

Furthermore, circular ADAR-recruiting guide RNAs (cadRNAs) 

have been leveraged for increased efficiency of A-to-I editing [197]. 

This can be attributed to prolonged guide persistence due to 

circularization which removes free ends that are degraded by 

exonucleases [198]. ADAR base editing has been validated both in 

vitro and in vivo, and has powerful applications in correcting point 

mutations. Specifically in Duchenne Muscular Dystrophy there is a 

premature stop codon in the dystrophin gene that can be corrected 

using ADAR technology [192]. The same paper also explored 

correction of ornithine transcarbamylase (OTC) deficiency where 

there is a G-to-A mutation leading to non-functional protein 

production. Overall, ADAR serves as a powerful therapeutic tool for 

a variety of diseases caused by specific point mutations. This year, a 

chemically modified RNA has entered clinical trials to address 

single-base editing to treat the genetic disorder alpha-1 antitrypsin 

deficiency (AATD) [199]. 

 

2) dCas13 + ADAR 
ADAR has also been used in combination with dCas13 which is 

the catalytically inactive form of Cas13. The ADAR enzyme can be 

used to dCas13 for more targeted base editing (Fig 3). One such 

example is the REPAIR system. The main advantage of introducing 
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the Cas protein here is enhancement of target recognition and 

stringency [200]. Researchers here were able to achieve a roughly 

30% correction rate which was similar to the editing efficiencies 

found in [192]. It was determined that there was a significant number 

of off target A-to-I edits [200]; therefore, a rational protein 

engineering approach was used to create REPAIRv2. Here the 

ADAR2 protein was mutated leading to a decrease in off-target 

effects and maintenance of on-target editing specificity. Recently it 

has been shown that mutagenizing positive amino acids of the 

ADAR2 protein can decrease off-target effects as this reduces general 

interactions with non-target RNAs [201]. 

 

3) C-to-U Editing 
A system was developed termed RNA Specific C to U Exchange 

(RESCUE) which allowed for programmable C-to-U edits using an 

engineered ADAR2 enzyme [202]. The adenine deaminase domain of 

ADAR2 was evolved into a cytidine deaminase (Fig 3). RESCUE still 

retained A-to-I editing capabilities while now also being able to 

perform C-to-U editing. While this does enable multiplexing of edits 

there were still issues encountered with off-target editing. 
In addition to ADAR other enzymes have been used for specific 

RNA editing. The APOBEC3A enzyme is a cytidine deaminase, and 

has been shown to catalyze C-to-U edits [203] (Fig 3). The APOBEC 

enzyme family targets ssRNA while ADAR targets dsRNA [204]. 

The CURE system was developed which combines APOBEC3A with 

dCas13 to perform high-specificity C-to-U edits [205]. It was 

reported that CURE had lower off-target effects than RESCUE, but 

there were limitations regarding editing of certain motifs such as AC 

and GC. Recent research has shown addition of a short histidine-rich 

domain to both RESCUE and CURE can increase on-target editing 

rates [206] with only slight increases in off-target effects. Despite 

challenges with efficiency and non-target transcript editing, RNA 

base editors remain versatile methodologies to correct a variety of 

cytosine point mutations. 

 

IV. CONCLUSION 
There have been rapid advancements in genome and transcriptome 

engineering over the past decade. The development of precise and 

versatile tools such as CRISPR-Cas systems, base editors, and prime 

editors has vastly improved our ability to edit the genome with high 

accuracy. In tandem, the advent of dCas9 activator and repressor 

fusions have enabled precise transcriptional control. These 

technologies can not only be used to probe gene function, but also 

develop novel therapeutics for a variety of diseases. 
Transcriptome engineering has evolved a great deal starting with the 

classical RNA silencing tools such as ASOs and RNAi. Recent 

advances have shifted to using the CRISPR-Cas13 system and other 

RNA targeting Cas effectors for the same purpose with increased 

efficiency and specificity. Furthermore, precise systems for RNA base 

editing using ADARs or APOBEC have opened the door for a whole 

new class of transcriptome engineering.  
 The future of these technologies lies in increasing efficacy and 

reducing off-target effects which has shown to be an issue for both 

transcriptome and genome engineering tools. Furthermore, current 

research is focused on improving delivery modalities for these 

engineering tools to increase efficacy and safety profiles. Both 

reducing off-target effects and improving delivery modalities will 

allow for increased translation to clinical and therapeutic applications.  
 Overall, the continuous evolution of genome and transcriptome 

engineering tools is set to revolutionize our understanding of biology 

and the treatment of genetic diseases. As we overcome the current 

technical and delivery challenges, these technologies will likely 

become integral to both basic research and clinical practice, offering 

new avenues for precision medicine and innovative therapeutic 

strategies. 

REFERENCES 

[1] M. Jinek et al.,  “RNA-programmed genome editing in human 

cells,” Elife, vol. 2, p. e00471, Jan. 2013, doi: 10.7554/eLife.00471. 

[2] L. Cong et al., “Multiplex genome engineering using 

CRISPR/Cas systems,” Science, vol. 339, no. 6121, pp. 819–823, Feb. 

2013, doi: 10.1126/science.1231143. 

[3] P. Mali et al., “RNA-guided human genome engineering via 

Cas9,” Science, vol. 339, no. 6121, pp. 823–826, Feb. 2013, doi: 

10.1126/science.1232033. 

[4] U. S. Food, D. Administration, and Others, “FDA approves first 

gene therapies to treat patients with sickle cell disease,” FDA 

https://www. fda. gov/news-events/press-announcements/fda-

approves-first-gene-therapies-treat-patients-sickle-cell-disease (8 

December 2023), 2023, [Online]. Available: 

https://www.fda.gov/news-events/press-announcements/fda-approves-

first-gene-therapies-treat-patients-sickle-cell-disease 

[5] A. V. Anzalone et al.,  “Genome editing with CRISPR-Cas 

nucleases, base editors, transposases and prime editors,” Nat. 

Biotechnol., vol. 38, no. 7, pp. 824–844, Jul. 2020, doi: 

10.1038/s41587-020-0561-9. 

[6] L. Villiger et al., “CRISPR technologies for genome, epigenome 

and transcriptome editing,” Nat. Rev. Mol. Cell Biol., vol. 25, no. 6, 

pp. 464–487, Jun. 2024, doi: 10.1038/s41580-023-00697-6. 

[7] S. R. McCutcheon et al., “Epigenome editing technologies for 

discovery and medicine,” Nat. Biotechnol., Jul. 2024, doi: 

10.1038/s41587-024-02320-1. 

[8] J. Y. Wang and J. A. Doudna, “CRISPR technology: A decade of 

genome editing is only the beginning,” Science, vol. 379, no. 6629, p. 

eadd8643, Jan. 2023, doi: 10.1126/science.add8643. 

[9] A. V. Anzalone et al., “Programmable deletion, replacement, 

integration and inversion of large DNA sequences with twin prime 

editing,” Nat. Biotechnol., vol. 40, no. 5, pp. 731–740, May 2022, doi: 

10.1038/s41587-021-01133-w. 

[10] N. Alerasool et al., “An efficient KRAB domain for CRISPRi 

applications in human cells,” Nat. Methods, vol. 17, no. 11, pp. 1093–

1096, Nov. 2020, doi: 10.1038/s41592-020-0966-x. 

[11] A. J. Heidersbach et al., “A versatile, high-efficiency platform 

for CRISPR-based gene activation,” Nat. Commun., vol. 14, no. 1, p. 

902, Feb. 2023, doi: 10.1038/s41467-023-36452-w. 

[12] A. C. Komor et al., “Programmable editing of a target base in 

genomic DNA without double-stranded DNA cleavage,” Nature, vol. 

533, no. 7603, pp. 420–424, May 2016, doi: 10.1038/nature17946. 

[13] J. van Haasteren et al., “The delivery challenge: fulfilling the 

promise of therapeutic genome editing,” Nat. Biotechnol., vol. 38, no. 

7, pp. 845–855, Jul. 2020, doi: 10.1038/s41587-020-0565-5. 

[14] P. R. Cullis and P. L. Felgner, “The 60-year evolution of lipid 

nanoparticles for nucleic acid delivery,” Nat. Rev. Drug Discov., Jul. 

2024, doi: 10.1038/s41573-024-00977-6. 

[15] Q. Ling et al., “AAV-based in vivo gene therapy for neurological 

disorders,” Nat. Rev. Drug Discov., vol. 22, no. 10, pp. 789–806, Oct. 

2023, doi: 10.1038/s41573-023-00766-7. 

[16] F. A. Ran et al., “Double nicking by RNA-guided CRISPR Cas9 

for enhanced genome editing specificity,” Cell, vol. 154, no. 6, pp. 

1380–1389, Sep. 2013, doi: 10.1016/j.cell.2013.08.021. 

[17] J. Lee et al., “Prime editing with genuine Cas9 nickases 

minimizes unwanted indels,” Nat. Commun., vol. 14, no. 1, p. 1786, 

Mar. 2023, doi: 10.1038/s41467-023-37507-8. 

[18] A. V. Anzalone et al., “Search-and-replace genome editing 

without double-strand breaks or donor DNA,” Nature, vol. 576, no. 

7785, pp. 149–157, Dec. 2019, doi: 10.1038/s41586-019-1711-4. 

This article has been accepted for publication in IEEE Reviews in Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/RBME.2024.3494715

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 10,2024 at 03:45:18 UTC from IEEE Xplore.  Restrictions apply. 

https://paperpile.com/c/qS16Cj/qXPY
https://paperpile.com/c/qS16Cj/qXPY
https://paperpile.com/c/qS16Cj/L19z
https://paperpile.com/c/qS16Cj/N3uO
https://paperpile.com/c/qS16Cj/n2UI
http://dx.doi.org/10.7554/eLife.00471.
http://dx.doi.org/10.1126/science.1231143.
http://dx.doi.org/10.1126/science.1232033.
https://www.fda.gov/news-events/press-announcements/fda-approves-first-gene-therapies-treat-patients-sickle-cell-disease
https://www.fda.gov/news-events/press-announcements/fda-approves-first-gene-therapies-treat-patients-sickle-cell-disease
http://dx.doi.org/10.1038/s41587-020-0561-9.
http://dx.doi.org/10.1038/s41580-023-00697-6.
http://dx.doi.org/10.1038/s41587-024-02320-1.
http://dx.doi.org/10.1126/science.add8643.
http://dx.doi.org/10.1038/s41587-021-01133-w.
http://dx.doi.org/10.1038/s41592-020-0966-x.
http://dx.doi.org/10.1038/s41467-023-36452-w.
http://dx.doi.org/10.1038/nature17946.
http://dx.doi.org/10.1038/s41587-020-0565-5.
http://dx.doi.org/10.1038/s41573-024-00977-6.
http://dx.doi.org/10.1038/s41573-023-00766-7.
http://dx.doi.org/10.1016/j.cell.2013.08.021.
http://dx.doi.org/10.1038/s41467-023-37507-8.
http://dx.doi.org/10.1038/s41586-019-1711-4.


RBME-00228-2024 

 

 

13 

[19] P. J. Chen et al., “Enhanced prime editing systems by 

manipulating cellular determinants of editing outcomes,” Cell, vol. 

184, no. 22, pp. 5635–5652.e29, Oct. 2021, doi: 

10.1016/j.cell.2021.09.018. 

[20] M. Shrivastav et al., “Regulation of DNA double-strand break 

repair pathway choice,” Cell Res., vol. 18, no. 1, pp. 134–147, Jan. 

2008, doi: 10.1038/cr.2007.111. 

[21] W. Chen et al., “Massively parallel profiling and predictive 

modeling of the outcomes of CRISPR/Cas9-mediated double-strand 

break repair,” Nucleic Acids Res., vol. 47, no. 15, pp. 7989–8003, Sep. 

2019, doi: 10.1093/nar/gkz487. 

[22] X. Chen et al., “Dual sgRNA-directed gene knockout using 

CRISPR/Cas9 technology in Caenorhabditis elegans,” Sci. Rep., vol. 

4, p. 7581, Dec. 2014, doi: 10.1038/srep07581. 

[23] G. Liu et al., “Computational approaches for effective CRISPR 

guide RNA design and evaluation,” Comput. Struct. Biotechnol. J., vol. 

18, pp. 35–44, 2020, doi: 10.1016/j.csbj.2019.11.006. 

[24] J. G. Doench et al., “Optimized sgRNA design to maximize 

activity and minimize off-target effects of CRISPR-Cas9,” Nat. 

Biotechnol., vol. 34, no. 2, pp. 184–191, Feb. 2016, doi: 

10.1038/nbt.3437. 

[25] B. J. Mendoza and C. T. Trinh, “Enhanced guide-RNA design 

and targeting analysis for precise CRISPR genome editing of single 

and consortia of industrially relevant and non-model organisms,” 

Bioinformatics, vol. 34, no. 1, pp. 16–23, Jan. 2018, doi: 

10.1093/bioinformatics/btx564. 

[26] T. G. Montague et al., “CHOPCHOP: a CRISPR/Cas9 and 

TALEN web tool for genome editing,” Nucleic Acids Res., vol. 42, no. 

W1, pp. W401–W407, Jul. 2014, doi: 10.1093/nar/gku410. 

[27] H. K. Kim et al., “High-throughput analysis of the activities of 

xCas9, SpCas9-NG and SpCas9 at matched and mismatched target 

sequences in human cells,” Nat Biomed Eng, vol. 4, no. 1, pp. 111–

124, Jan. 2020, doi: 10.1038/s41551-019-0505-1. 

[28] G. N. Hibshman et al., “Unraveling the mechanisms of PAMless 

DNA interrogation by SpRY-Cas9,” Nat. Commun., vol. 15, no. 1, p. 

3663, Apr. 2024, doi: 10.1038/s41467-024-47830-3. 

[29] B. Zetsche et al., “Cpf1 is a single RNA-guided endonuclease of 

a class 2 CRISPR-Cas system,” Cell, vol. 163, no. 3, pp. 759–771, Oct. 

2015, doi: 10.1016/j.cell.2015.09.038. 

[30] N. Javaid and S. Choi, “CRISPR/Cas System and Factors 

Affecting Its Precision and Efficiency,” Front Cell Dev Biol, vol. 9, p. 

761709, Nov. 2021, doi: 10.3389/fcell.2021.761709. 

[31] M. Banan, “Recent advances in CRISPR/Cas9-mediated knock-

ins in mammalian cells,” J. Biotechnol., vol. 308, pp. 1–9, Jan. 2020, 

doi: 10.1016/j.jbiotec.2019.11.010. 

[32] Z. Mao et al., “Comparison of nonhomologous end joining and 

homologous recombination in human cells,” DNA Repair , vol. 7, no. 

10, pp. 1765–1771, Oct. 2008, doi: 10.1016/j.dnarep.2008.06.018. 

[33] V. T. Chu et al., “Increasing the efficiency of homology-directed 

repair for CRISPR-Cas9-induced precise gene editing in mammalian 

cells,” Nat. Biotechnol., vol. 33, no. 5, pp. 543–548, May 2015, doi: 

10.1038/nbt.3198. 

[34] T. S. Nambiar et al., “Stimulation of CRISPR-mediated 

homology-directed repair by an engineered RAD18 variant,” Nat. 

Commun., vol. 10, no. 1, p. 3395, Jul. 2019, doi: 10.1038/s41467-019-

11105-z. 

[35] S. Singh et al., “Rapid clonal identification of biallelic 

CRISPR/Cas9 knock-ins using SNEAK PEEC,” Sci. Rep., vol. 13, no. 

1, p. 1719, Jan. 2023, doi: 10.1038/s41598-023-28732-8. 

[36] L. Wang et al., “Large genomic fragment deletion and functional 

gene cassette knock-in via Cas9 protein mediated genome editing in 

one-cell rodent embryos,” Sci. Rep., vol. 5, p. 17517, Dec. 2015, doi: 

10.1038/srep17517. 

[37] T. F. Eleveld et al., “Engineering large-scale chromosomal 

deletions by CRISPR-Cas9,” Nucleic Acids Res., vol. 49, no. 21, pp. 

12007–12016, Dec. 2021, doi: 10.1093/nar/gkab557. 

[38] A. M. Monteys et al., “CRISPR/Cas9 Editing of the Mutant 

Huntingtin Allele In Vitro and In Vivo,” Mol. Ther., vol. 25, no. 1, pp. 

12–23, Jan. 2017, doi: 10.1016/j.ymthe.2016.11.010. 

[39] M. Kosicki et al.,  “Repair of double-strand breaks induced by 

CRISPR-Cas9 leads to large deletions and complex rearrangements,” 

Nat. Biotechnol., vol. 36, no. 8, pp. 765–771, Sep. 2018, doi: 

10.1038/nbt.4192. 

[40] M.-S. Xiao et al., “Genome-scale exon perturbation screens 

uncover exons critical for cell fitness,” Mol. Cell, vol. 84, no. 13, pp. 

2553–2572.e19, Jul. 2024, doi: 10.1016/j.molcel.2024.05.024. 

[41] D. Rath et al., “Efficient programmable gene silencing by 

Cascade,” Nucleic Acids Res., vol. 43, no. 1, pp. 237–246, Jan. 2015, 

doi: 10.1093/nar/gku1257. 

[42] A. E. Dolan et al., “Introducing a Spectrum of Long-Range 

Genomic Deletions in Human Embryonic Stem Cells Using Type I 

CRISPR-Cas,” Mol. Cell, vol. 74, no. 5, pp. 936–950.e5, Jun. 2019, 

doi: 10.1016/j.molcel.2019.03.014. 

[43] P. Cameron et al., “Harnessing type I CRISPR-Cas systems for 

genome engineering in human cells,” Nat. Biotechnol., vol. 37, no. 12, 

pp. 1471–1477, Dec. 2019, doi: 10.1038/s41587-019-0310-0. 

[44] B. Csörgő et al., “A compact Cascade-Cas3 system for targeted 

genome engineering,” Nat. Methods, vol. 17, no. 12, pp. 1183–1190, 

Dec. 2020, doi: 10.1038/s41592-020-00980-w. 

[45] R. Tao et al., “Bi-PE: bi-directional priming improves 

CRISPR/Cas9 prime editing in mammalian cells,” Nucleic Acids Res., 

vol. 50, no. 11, pp. 6423–6434, Jun. 2022, doi: 10.1093/nar/gkac506. 

[46] J. Wang et al., “Efficient targeted insertion of large DNA 

fragments without DNA donors,” Nat. Methods, vol. 19, no. 3, pp. 

331–340, Mar. 2022, doi: 10.1038/s41592-022-01399-1. 

[47] T. Jiang et al., “Deletion and replacement of long genomic 

sequences using prime editing,” Nat. Biotechnol., vol. 40, no. 2, pp. 

227–234, Feb. 2022, doi: 10.1038/s41587-021-01026-y. 

[48] J. Kweon et al., “Targeted genomic translocations and 

inversions generated using a paired prime editing strategy,” Mol. 

Ther., vol. 31, no. 1, pp. 249–259, Jan. 2023, doi: 

10.1016/j.ymthe.2022.09.008. 

[49] J. Choi et al., “Precise genomic deletions using paired prime 

editing,” Nat. Biotechnol., vol. 40, no. 2, pp. 218–226, Feb. 2022, doi: 

10.1038/s41587-021-01025-z. 

[50] C. Zheng, et al., “Template-jumping prime editing enables large 

insertion and exon rewriting in vivo,” Nat. Commun., vol. 14, no. 1, p. 

3369, Jun. 2023, doi: 10.1038/s41467-023-39137-6. 

[51] J. L. Doman et al., “Designing and executing prime editing 

experiments in mammalian cells,” Nat. Protoc., vol. 17, no. 11, pp. 

2431–2468, Nov. 2022, doi: 10.1038/s41596-022-00724-4. 

[52] E. Landhuis, “The Definition of Gene Therapy Has Changed,” 

Nature, Oct. 2021, doi: 10.1038/d41586-021-02736-8. 

[53] M. C. Milone and U. O’Doherty, “Clinical use of lentiviral 

vectors,” Leukemia, vol. 32, no. 7, pp. 1529–1541, Jul. 2018, doi: 

10.1038/s41375-018-0106-0. 

[54] R. Schlimgen et al., “Risks Associated With Lentiviral Vector 

Exposures and Prevention Strategies,” J. Occup. Environ. Med., vol. 

58, no. 12, pp. 1159–1166, Dec. 2016, doi: 

10.1097/JOM.0000000000000879. 

[55] S. Zhao et al., “PiggyBac transposon vectors: the tools of the 

human gene encoding,” Transl Lung Cancer Res, vol. 5, no. 1, pp. 

120–125, Feb. 2016, doi: 10.3978/j.issn.2218-6751.2016.01.05. 

[56] M. Song et al., “Chapter Five - Genome Engineering in Human 

Cells,” in Methods in Enzymology, vol. 546, J. A. Doudna and E. J. 

Sontheimer, Eds., Academic Press, 2014, pp. 93–118. doi: 

10.1016/B978-0-12-801185-0.00005-2. 

This article has been accepted for publication in IEEE Reviews in Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/RBME.2024.3494715

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 10,2024 at 03:45:18 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1016/j.cell.2021.09.018.
http://dx.doi.org/10.1038/cr.2007.111.
http://dx.doi.org/10.1093/nar/gkz487.
http://dx.doi.org/10.1038/srep07581.
http://dx.doi.org/10.1016/j.csbj.2019.11.006.
http://dx.doi.org/10.1038/nbt.3437.
http://dx.doi.org/10.1093/bioinformatics/btx564.
http://dx.doi.org/10.1093/nar/gku410.
http://dx.doi.org/10.1038/s41551-019-0505-1.
http://dx.doi.org/10.1038/s41467-024-47830-3.
http://dx.doi.org/10.1016/j.cell.2015.09.038.
http://dx.doi.org/10.3389/fcell.2021.761709.
http://dx.doi.org/10.1016/j.jbiotec.2019.11.010.
http://dx.doi.org/10.1016/j.dnarep.2008.06.018.
http://dx.doi.org/10.1038/nbt.3198.
http://dx.doi.org/10.1038/s41467-019-11105-z.
http://dx.doi.org/10.1038/s41467-019-11105-z.
http://dx.doi.org/10.1038/s41598-023-28732-8.
http://dx.doi.org/10.1038/srep17517.
http://dx.doi.org/10.1093/nar/gkab557.
http://dx.doi.org/10.1016/j.ymthe.2016.11.010.
http://dx.doi.org/10.1038/nbt.4192.
http://dx.doi.org/10.1016/j.molcel.2024.05.024.
http://dx.doi.org/10.1093/nar/gku1257.
http://dx.doi.org/10.1016/j.molcel.2019.03.014.
http://dx.doi.org/10.1038/s41587-019-0310-0.
http://dx.doi.org/10.1038/s41592-020-00980-w.
http://dx.doi.org/10.1093/nar/gkac506.
http://dx.doi.org/10.1038/s41592-022-01399-1.
http://dx.doi.org/10.1038/s41587-021-01026-y.
http://dx.doi.org/10.1016/j.ymthe.2022.09.008.
http://dx.doi.org/10.1038/s41587-021-01025-z.
http://dx.doi.org/10.1038/s41467-023-39137-6.
http://dx.doi.org/10.1038/s41596-022-00724-4.
http://dx.doi.org/10.1038/d41586-021-02736-8.
http://dx.doi.org/10.1038/s41375-018-0106-0.
http://dx.doi.org/10.1097/JOM.0000000000000879.
http://dx.doi.org/10.3978/j.issn.2218-6751.2016.01.05.
http://dx.doi.org/10.1016/B978-0-12-801185-0.00005-2.


RBME-00228-2024 

 

 

14 

[57] F. A. Ran et al., “Genome engineering using the CRISPR-Cas9 

system,” Nat. Protoc., vol. 8, no. 11, pp. 2281–2308, Nov. 2013, doi: 

10.1038/nprot.2013.143. 

[58] “CRISPR 101: Homology directed repair.” Accessed: Aug. 22, 

2024. [Online]. Available: https://blog.addgene.org/crispr-101-

homology-directed-repair 

[59] M. E. Karasu et al., “Removal of TREX1 activity enhances 

CRISPR-Cas9-mediated homologous recombination,” Nat. 

Biotechnol., Aug. 2024, doi: 10.1038/s41587-024-02356-3. 

[60] J. L. Doman et al., “Phage-assisted evolution and protein 

engineering yield compact, efficient prime editors,” Cell, vol. 186, no. 

18, pp. 3983–4002.e26, Aug. 2023, doi: 10.1016/j.cell.2023.07.039. 

[61] Z. Zhang et al., CRISPR: A Machine-Generated Literature 

Overview. Springer Nature, 2022. [Online]. Available: 

https://play.google.com/store/books/details?id=wH9gEAAAQBAJ 

[62] A. Kovač et al., “RNA-guided retargeting of Sleeping Beauty 

transposition in human cells,” Elife, vol. 9, Mar. 2020, doi: 

10.7554/eLife.53868. 

[63] M. Pallarès-Masmitjà et al., “Find and cut-and-transfer 

(FiCAT) mammalian genome engineering,” Nat. Commun., vol. 12, 

no. 1, p. 7071, Dec. 2021, doi: 10.1038/s41467-021-27183-x. 

[64] G. D. Lampe et al., “Targeted DNA integration in human cells 

without double-strand breaks using CRISPR-associated 

transposases,” Nat. Biotechnol., vol. 42, no. 1, pp. 87–98, Jan. 2024, 

doi: 10.1038/s41587-023-01748-1. 

[65] C. J. Tou et al.,  “Precise cut-and-paste DNA insertion using 

engineered type V-K CRISPR-associated transposases,” Nat. 

Biotechnol., vol. 41, no. 7, pp. 968–979, Jul. 2023, doi: 

10.1038/s41587-022-01574-x. 

[66] M. T. N. Yarnall et al., “Drag-and-drop genome insertion of 

large sequences without double-strand DNA cleavage using CRISPR-

directed integrases,” Nat. Biotechnol., vol. 41, no. 4, pp. 500–512, 

Apr. 2023, doi: 10.1038/s41587-022-01527-4. 

[67] S. Pandey et al., “Efficient site-specific integration of large 

genes in mammalian cells via continuously evolved recombinases and 

prime editing,” Nat Biomed Eng, Jun. 2024, doi: 10.1038/s41551-024-

01227-1. 

[68] N. M. Gaudelli et al., “Programmable base editing of A•T to G•C 

in genomic DNA without DNA cleavage,” Nature, vol. 551, no. 7681, 

pp. 464–471, Nov. 2017, doi: 10.1038/nature24644. 

[69] L. W. Koblan et al., “Improving cytidine and adenine base 

editors by expression optimization and ancestral reconstruction,” Nat. 

Biotechnol., vol. 36, no. 9, pp. 843–846, Oct. 2018, doi: 

10.1038/nbt.4172. 

[70] H. Tong et al., “Programmable A-to-Y base editing by fusing an 

adenine base editor with an N-methylpurine DNA glycosylase,” Nat. 

Biotechnol., vol. 41, no. 8, pp. 1080–1084, Aug. 2023, doi: 

10.1038/s41587-022-01595-6. 

[71] G. A. Newby et al., “Base editing of haematopoietic stem cells 

rescues sickle cell disease in mice,” Nature, vol. 595, no. 7866, pp. 

295–302, Jul. 2021, doi: 10.1038/s41586-021-03609-w. 

[72] S. Eghbalsaied et al., “CRISPR/Cas9-mediated base editors and 

their prospects for mitochondrial genome engineering,” Gene Ther., 

vol. 31, no. 5–6, pp. 209–223, May 2024, doi: 10.1038/s41434-023-

00434-w. 

[73] M. T. Nguyen Tran et al., “Engineering domain-inlaid SaCas9 

adenine base editors with reduced RNA off-targets and increased on-

target DNA editing,” Nat. Commun., vol. 11, no. 1, p. 4871, Sep. 2020, 

doi: 10.1038/s41467-020-18715-y. 

[74] B. Y. Mok et al., “A bacterial cytidine deaminase toxin enables 

CRISPR-free mitochondrial base editing,” Nature, vol. 583, no. 7817, 

pp. 631–637, Jul. 2020, doi: 10.1038/s41586-020-2477-4. 

[75] B. Y. Mok et al., “CRISPR-free base editors with enhanced 

activity and expanded targeting scope in mitochondrial and nuclear 

DNA,” Nat. Biotechnol., vol. 40, no. 9, pp. 1378–1387, Sep. 2022, doi: 

10.1038/s41587-022-01256-8. 

[76] Z. Yi et al., “Strand-selective base editing of human 

mitochondrial DNA using mitoBEs,” Nat. Biotechnol., vol. 42, no. 3, 

pp. 498–509, Mar. 2024, doi: 10.1038/s41587-023-01791-y. 

[77] B. Perillo et al.,, “LSD1: more than demethylation of histone 

lysine residues,” Exp. Mol. Med., vol. 52, no. 12, pp. 1936–1947, Dec. 

2020, doi: 10.1038/s12276-020-00542-2. 

[78] D. Y. Kwon et al., “Locus-specific histone deacetylation using a 

synthetic CRISPR-Cas9-based HDAC,” Nat. Commun., vol. 8, p. 

15315, May 2017, doi: 10.1038/ncomms15315. 

[79] H. O’Geen et al., “dCas9-based epigenome editing suggests 

acquisition of histone methylation is not sufficient for target gene 

repression,” Nucleic Acids Res., vol. 45, no. 17, pp. 9901–9916, Sep. 

2017, doi: 10.1093/nar/gkx578. 

[80] A. Amabile et al., “Inheritable Silencing of Endogenous Genes 

by Hit-and-Run Targeted Epigenetic Editing,” Cell, vol. 167, no. 1, pp. 

219–232.e14, Sep. 2016, doi: 10.1016/j.cell.2016.09.006. 

[81] J. K. Nuñez et al., “Genome-wide programmable transcriptional 

memory by CRISPR-based epigenome editing,” Cell, vol. 184, no. 9, 

pp. 2503–2519.e17, Apr. 2021, doi: 10.1016/j.cell.2021.03.025. 

[82] M. A. Cappelluti et al., “Durable and efficient gene silencing in 

vivo by hit-and-run epigenome editing,” Nature, vol. 627, no. 8003, 

pp. 416–423, Mar. 2024, doi: 10.1038/s41586-024-07087-8. 

[83] E. N. Neumann et al., “Brainwide silencing of prion protein by 

AAV-mediated delivery of an engineered compact epigenetic editor,” 

Science, vol. 384, no. 6703, p. ado7082, Jun. 2024, doi: 

10.1126/science.ado7082. 

[84] S. Konermann et al., “Genome-scale transcriptional activation 

by an engineered CRISPR-Cas9 complex,” Nature, vol. 517, no. 7536, 

pp. 583–588, Jan. 2015, doi: 10.1038/nature14136. 

[85] A. Chavez et al., “Highly efficient Cas9-mediated transcriptional 

programming,” Nat. Methods, vol. 12, no. 4, pp. 326–328, Apr. 2015, 

doi: 10.1038/nmeth.3312. 

[86] P. Perez-Pinera et al., “RNA-guided gene activation by CRISPR-

Cas9-based transcription factors,” Nat. Methods, vol. 10, no. 10, pp. 

973–976, Oct. 2013, doi: 10.1038/nmeth.2600. 

[87] J. B. Black et al., “Targeted Epigenetic Remodeling of 

Endogenous Loci by CRISPR/Cas9-Based Transcriptional Activators 

Directly Converts Fibroblasts to Neuronal Cells,” Cell Stem Cell, vol. 

19, no. 3, pp. 406–414, Sep. 2016, doi: 10.1016/j.stem.2016.07.001. 

[88] I. B. Hilton et al., “Epigenome editing by a CRISPR-Cas9-based 

acetyltransferase activates genes from promoters and enhancers,” 

Nat. Biotechnol., vol. 33, no. 5, pp. 510–517, May 2015, doi: 

10.1038/nbt.3199. 

[89] M. E. Tanenbaum et al., “A protein-tagging system for signal 

amplification in gene expression and fluorescence imaging,” Cell, vol. 

159, no. 3, pp. 635–646, Oct. 2014, doi: 10.1016/j.cell.2014.09.039. 

[90] S. M. G. Braun et al., “Rapid and reversible epigenome editing 

by endogenous chromatin regulators,” Nat. Commun., vol. 8, no. 1, p. 

560, Sep. 2017, doi: 10.1038/s41467-017-00644-y. 

[91] B. Mahata et al., “Compact engineered human mechanosensitive 

transactivation modules enable potent and versatile synthetic 

transcriptional control,” Nat. Methods, vol. 20, no. 11, pp. 1716–1728, 

Nov. 2023, doi: 10.1038/s41592-023-02036-1. 

[92] X. S. Liu et al., “Editing DNA Methylation in the Mammalian 

Genome,” Cell, vol. 167, no. 1, pp. 233–247.e17, Sep. 2016, doi: 

10.1016/j.cell.2016.08.056. 

[93] N. M. Pacalin et al., “Bidirectional epigenetic editing reveals 

hierarchies in gene regulation,” Nat. Biotechnol., May 2024, doi: 

10.1038/s41587-024-02213-3. 

[94] T. Y. Liu et al., “Accelerated RNA detection using tandem 

CRISPR nucleases,” Nat. Chem. Biol., vol. 17, no. 9, pp. 982–988, Sep. 

2021, doi: 10.1038/s41589-021-00842-2. 

This article has been accepted for publication in IEEE Reviews in Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/RBME.2024.3494715

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 10,2024 at 03:45:18 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1038/nprot.2013.143.
https://blog.addgene.org/crispr-101-homology-directed-repair
https://blog.addgene.org/crispr-101-homology-directed-repair
http://dx.doi.org/10.1038/s41587-024-02356-3.
http://dx.doi.org/10.1016/j.cell.2023.07.039.
https://play.google.com/store/books/details?id=wH9gEAAAQBAJ
http://dx.doi.org/10.7554/eLife.53868.
http://dx.doi.org/10.1038/s41467-021-27183-x.
http://dx.doi.org/10.1038/s41587-023-01748-1.
http://dx.doi.org/10.1038/s41587-022-01574-x.
http://dx.doi.org/10.1038/s41587-022-01527-4.
http://dx.doi.org/10.1038/s41551-024-01227-1.
http://dx.doi.org/10.1038/s41551-024-01227-1.
http://dx.doi.org/10.1038/nature24644.
http://dx.doi.org/10.1038/nbt.4172.
http://dx.doi.org/10.1038/s41587-022-01595-6.
http://dx.doi.org/10.1038/s41586-021-03609-w.
http://dx.doi.org/10.1038/s41434-023-00434-w.
http://dx.doi.org/10.1038/s41434-023-00434-w.
http://dx.doi.org/10.1038/s41467-020-18715-y.
http://dx.doi.org/10.1038/s41586-020-2477-4.
http://dx.doi.org/10.1038/s41587-022-01256-8.
http://dx.doi.org/10.1038/s41587-023-01791-y.
http://dx.doi.org/10.1038/s12276-020-00542-2.
http://dx.doi.org/10.1038/ncomms15315.
http://dx.doi.org/10.1093/nar/gkx578.
http://dx.doi.org/10.1016/j.cell.2016.09.006.
http://dx.doi.org/10.1016/j.cell.2021.03.025.
http://dx.doi.org/10.1038/s41586-024-07087-8.
http://dx.doi.org/10.1126/science.ado7082.
http://dx.doi.org/10.1038/nature14136.
http://dx.doi.org/10.1038/nmeth.3312.
http://dx.doi.org/10.1038/nmeth.2600.
http://dx.doi.org/10.1016/j.stem.2016.07.001.
http://dx.doi.org/10.1038/nbt.3199.
http://dx.doi.org/10.1016/j.cell.2014.09.039.
http://dx.doi.org/10.1038/s41467-017-00644-y.
http://dx.doi.org/10.1038/s41592-023-02036-1.
http://dx.doi.org/10.1016/j.cell.2016.08.056.
http://dx.doi.org/10.1038/s41587-024-02213-3.
http://dx.doi.org/10.1038/s41589-021-00842-2.


RBME-00228-2024 

 

 

15 

[95] C. Pan and Y. Qi, “CRISPR-Combo-mediated orthogonal 

genome editing and transcriptional activation for plant breeding,” 

Nat. Protoc., vol. 18, no. 6, pp. 1760–1794, Jun. 2023, doi: 

10.1038/s41596-023-00823-w. 

[96] J. Joung et al., “Genome-scale CRISPR-Cas9 knockout and 

transcriptional activation screening,” Nat. Protoc., vol. 12, no. 4, pp. 

828–863, Apr. 2017, doi: 10.1038/nprot.2017.016. 

[97] A. Dixit et al., “Perturb-Seq: Dissecting Molecular Circuits with 

Scalable Single-Cell RNA Profiling of Pooled Genetic Screens,” Cell, 

vol. 167, no. 7, pp. 1853–1866.e17, Dec. 2016, doi: 

10.1016/j.cell.2016.11.038. 

[98] J. E. Rood et al., “Toward a foundation model of causal cell and 

tissue biology with a Perturbation Cell and Tissue Atlas,” Cell, vol. 

187, no. 17, pp. 4520–4545, Aug. 2024, doi: 

10.1016/j.cell.2024.07.035. 

[99] E. Papalexi et al., “Characterizing the molecular regulation of 

inhibitory immune checkpoints with multimodal single-cell screens,” 

Nat. Genet., vol. 53, no. 3, pp. 322–331, Mar. 2021, doi: 

10.1038/s41588-021-00778-2. 

[100] J. M. Replogle et al., “Mapping information-rich genotype-

phenotype landscapes with genome-scale Perturb-seq,” Cell, vol. 185, 

no. 14, pp. 2559–2575.e28, Jul. 2022, doi: 10.1016/j.cell.2022.05.013. 

[101] J. Joung et al., “A transcription factor atlas of directed 

differentiation,” Cell, vol. 186, no. 1, pp. 209–229.e26, Jan. 2023, doi: 

10.1016/j.cell.2022.11.026. 

[102] S. Peidli et al., “scPerturb: harmonized single-cell 

perturbation data,” Nat. Methods, vol. 21, no. 3, pp. 531–540, Mar. 

2024, doi: 10.1038/s41592-023-02144-y. 

[103] M. Jinek et al., “A programmable dual-RNA-guided DNA 

endonuclease in adaptive bacterial immunity,” Science, vol. 337, no. 

6096, pp. 816–821, Aug. 2012, doi: 10.1126/science.1225829. 

[104] Z.-X. Liu et al., “Hydrolytic endonucleolytic ribozyme 

(HYER) is programmable for sequence-specific DNA cleavage,” 

Science, vol. 383, no. 6682, p. eadh4859, Feb. 2024, doi: 

10.1126/science.adh4859. 

[105] M. G. Durrant et al., “Bridge RNAs direct programmable 

recombination of target and donor DNA,” Nature, vol. 630, no. 8018, 

pp. 984–993, Jun. 2024, doi: 10.1038/s41586-024-07552-4. 

[106] L. Ju, “The Transcriptome is the Set of all RNA Transcripts, 

Including Coding and Non-Coding, in an Individual or a Population 

of Cells,” Biochemistry & Molecular Biology Journal, vol. 9, no. 2, 

pp. 1–1, Apr. 2023, doi: 10.36648/2471-8084-9.02.17. 

[107] T. Li et al., “CRISPR/Cas9 therapeutics: progress and 

prospects,” Signal Transduct Target Ther, vol. 8, no. 1, p. 36, Jan. 

2023, doi: 10.1038/s41392-023-01309-7. 

[108] S. Shmakov et al., “Discovery and Functional 

Characterization of Diverse Class 2 CRISPR-Cas Systems,” Mol. Cell, 

vol. 60, no. 3, pp. 385–397, Nov. 2015, doi: 

10.1016/j.molcel.2015.10.008. 

[109] K. S. Makarova et al., “An updated evolutionary classification 

of CRISPR-Cas systems,” Nat. Rev. Microbiol., vol. 13, no. 11, pp. 

722–736, Nov. 2015, doi: 10.1038/nrmicro3569. 

[110] J. Wang et al., “The rapidly advancing Class 2 CRISPR-Cas 

technologies: A customizable toolbox for molecular manipulations,” 

J. Cell. Mol. Med., vol. 24, no. 6, pp. 3256–3270, Mar. 2020, doi: 

10.1111/jcmm.15039. 

[111] O. O. Abudayyeh et al., “C2c2 is a single-component 

programmable RNA-guided RNA-targeting CRISPR effector,” 

Science, vol. 353, no. 6299, p. aaf5573, Aug. 2016, doi: 

10.1126/science.aaf5573. 

[112] A. A. Smargon et al., “Cas13b Is a Type VI-B CRISPR-

Associated RNA-Guided RNase Differentially Regulated by Accessory 

Proteins Csx27 and Csx28,” Mol. Cell, vol. 65, no. 4, pp. 618–630.e7, 

Feb. 2017, doi: 10.1016/j.molcel.2016.12.023. 

[113] W. X. Yan et al., “Cas13d Is a Compact RNA-Targeting Type 

VI CRISPR Effector Positively Modulated by a WYL-Domain-

Containing Accessory Protein,” Mol. Cell, vol. 70, no. 2, pp. 327–

339.e5, Apr. 2018, doi: 10.1016/j.molcel.2018.02.028. 

[114] A. L. Jackson et al., “Expression profiling reveals off-target 

gene regulation by RNAi,” Nat. Biotechnol., vol. 21, no. 6, pp. 635–

637, Jun. 2003, doi: 10.1038/nbt831. 

[115] O. O. Abudayyeh et al., “RNA targeting with CRISPR-

Cas13,” Nature, vol. 550, no. 7675, pp. 280–284, Oct. 2017, doi: 

10.1038/nature24049. 

[116] A. East-Seletsky et al., “Two distinct RNase activities of 

CRISPR-C2c2 enable guide-RNA processing and RNA detection,” 

Nature, vol. 538, no. 7624, pp. 270–273, Oct. 2016, doi: 

10.1038/nature19802. 

[117] C. T. Keng et al., “AAV-CRISPR-Cas13 eliminates human 

enterovirus and prevents death of infected mice,” EBioMedicine, vol. 

93, p. 104682, Jul. 2023, doi: 10.1016/j.ebiom.2023.104682. 

[118] X. Deng et al., “Structural basis for the activation of a 

compact CRISPR-Cas13 nuclease,” Nat. Commun., vol. 14, no. 1, p. 

5845, Sep. 2023, doi: 10.1038/s41467-023-41501-5. 

[119] S. Konermann et al., “Transcriptome Engineering with RNA-

Targeting Type VI-D CRISPR Effectors,” Cell, vol. 173, no. 3, pp. 

665–676.e14, Apr. 2018, doi: 10.1016/j.cell.2018.02.033. 

[120] C. Xu et al., “Programmable RNA editing with compact 

CRISPR-Cas13 systems from uncultivated microbes,” Nat. Methods, 

vol. 18, no. 5, pp. 499–506, May 2021, doi: 10.1038/s41592-021-

01124-4. 

[121] A. Özcan et al., “Programmable RNA targeting with the 

single-protein CRISPR effector Cas7-11,” Nature, vol. 597, no. 7878, 

pp. 720–725, Sep. 2021, doi: 10.1038/s41586-021-03886-5. 

[122] H.-H. Wessels et al., “Massively parallel Cas13 screens 

reveal principles for guide RNA design,” Nat. Biotechnol., vol. 38, no. 

6, pp. 722–727, Jun. 2020, doi: 10.1038/s41587-020-0456-9. 

[123] A. Tambe et al., “RNA Binding and HEPN-Nuclease 

Activation Are Decoupled in CRISPR-Cas13a,” Cell Rep., vol. 24, no. 

4, pp. 1025–1036, Jul. 2018, doi: 10.1016/j.celrep.2018.06.105. 

[124] W. Hu et al., “Single-base tiled screen unveils design 

principles of PspCas13b for potent and off-target-free RNA silencing,” 

Nat. Struct. Mol. Biol., Jul. 2024, doi: 10.1038/s41594-024-01336-0. 

[125] V. Tieu et al., “A versatile CRISPR-Cas13d platform for 

multiplexed transcriptomic regulation and metabolic engineering in 

primary human T cells,” Cell, vol. 187, no. 5, pp. 1278–1295.e20, Feb. 

2024, doi: 10.1016/j.cell.2024.01.035. 

[126] H.-H. Wessels et al., “Efficient combinatorial targeting of 

RNA transcripts in single cells with Cas13 RNA Perturb-seq,” Nat. 

Methods, vol. 20, no. 1, pp. 86–94, Jan. 2023, doi: 10.1038/s41592-

022-01705-x. 

[127] G. Cullot et al., “CRISPR-Cas9 genome editing induces 

megabase-scale chromosomal truncations,” Nat. Commun., vol. 10, 

no. 1, p. 1136, Mar. 2019, doi: 10.1038/s41467-019-09006-2. 

[128] F. Zhao et al., “A strategy for Cas13 miniaturization based on 

the structure and AlphaFold,” Nat. Commun., vol. 14, no. 1, p. 5545, 

Sep. 2023, doi: 10.1038/s41467-023-41320-8. 

[129] T. X. McCallister et al., “A high-fidelity CRISPR-Cas13 

system improves abnormalities associated with C9ORF72-linked 

ALS/FTD,” bioRxiv, Dec. 2023, doi: 10.1101/2023.12.12.571328. 

[130] X.-Z. E. Tang et al., “Pre-existing adaptive immunity to the 

RNA-editing enzyme Cas13d in humans,” Nat. Med., vol. 28, no. 7, pp. 

1372–1376, Jul. 2022, doi: 10.1038/s41591-022-01848-6. 

[131] Y. Ai et al.,  “CRISPR/Cas13 effectors have differing extents 

of off-target effects that limit their utility in eukaryotic cells,” Nucleic 

Acids Res., vol. 50, no. 11, p. e65, Jun. 2022, doi: 

10.1093/nar/gkac159. 

This article has been accepted for publication in IEEE Reviews in Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/RBME.2024.3494715

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 10,2024 at 03:45:18 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1038/s41596-023-00823-w.
http://dx.doi.org/10.1038/nprot.2017.016.
http://dx.doi.org/10.1016/j.cell.2016.11.038.
http://dx.doi.org/10.1016/j.cell.2024.07.035.
http://dx.doi.org/10.1038/s41588-021-00778-2.
http://dx.doi.org/10.1016/j.cell.2022.05.013.
http://dx.doi.org/10.1016/j.cell.2022.11.026.
http://dx.doi.org/10.1038/s41592-023-02144-y.
http://dx.doi.org/10.1126/science.1225829.
http://dx.doi.org/10.1126/science.adh4859.
http://dx.doi.org/10.1038/s41586-024-07552-4.
http://dx.doi.org/10.36648/2471-8084-9.02.17.
http://dx.doi.org/10.1038/s41392-023-01309-7.
http://dx.doi.org/10.1016/j.molcel.2015.10.008.
http://dx.doi.org/10.1038/nrmicro3569.
http://dx.doi.org/10.1111/jcmm.15039.
http://dx.doi.org/10.1126/science.aaf5573.
http://dx.doi.org/10.1016/j.molcel.2016.12.023.
http://dx.doi.org/10.1016/j.molcel.2018.02.028.
http://dx.doi.org/10.1038/nbt831.
http://dx.doi.org/10.1038/nature24049.
http://dx.doi.org/10.1038/nature19802.
http://dx.doi.org/10.1016/j.ebiom.2023.104682.
http://dx.doi.org/10.1038/s41467-023-41501-5.
http://dx.doi.org/10.1016/j.cell.2018.02.033.
http://dx.doi.org/10.1038/s41592-021-01124-4.
http://dx.doi.org/10.1038/s41592-021-01124-4.
http://dx.doi.org/10.1038/s41586-021-03886-5.
http://dx.doi.org/10.1038/s41587-020-0456-9.
http://dx.doi.org/10.1016/j.celrep.2018.06.105.
http://dx.doi.org/10.1038/s41594-024-01336-0.
http://dx.doi.org/10.1016/j.cell.2024.01.035.
http://dx.doi.org/10.1038/s41592-022-01705-x.
http://dx.doi.org/10.1038/s41592-022-01705-x.
http://dx.doi.org/10.1038/s41467-019-09006-2.
http://dx.doi.org/10.1038/s41467-023-41320-8.
http://dx.doi.org/10.1101/2023.12.12.571328.
http://dx.doi.org/10.1038/s41591-022-01848-6.
http://dx.doi.org/10.1093/nar/gkac159.


RBME-00228-2024 

 

 

16 

[132] H. Donis-Keller, “Site specific enzymatic cleavage of RNA,” 

Nucleic Acids Res., vol. 7, no. 1, pp. 179–192, Sep. 1979, doi: 

10.1093/nar/7.1.179. 

[133] B. Roy and R. Griggs, “Advances in Treatments in Muscular 

Dystrophies and Motor Neuron Disorders,” Neurol. Clin., vol. 39, no. 

1, pp. 87–112, Feb. 2021, doi: 10.1016/j.ncl.2020.09.005. 

[134] C. F. Bennett et al., “Antisense Oligonucleotide Therapies for 

Neurodegenerative Diseases,” Annu. Rev. Neurosci., vol. 42, pp. 385–

406, Jul. 2019, doi: 10.1146/annurev-neuro-070918-050501. 

[135] T. C. Roberts et al., “Advances in oligonucleotide drug 

delivery,” Nat. Rev. Drug Discov., vol. 19, no. 10, pp. 673–694, Oct. 

2020, doi: 10.1038/s41573-020-0075-7. 

[136] Y. Li et al., “Structure-based design of antisense 

oligonucleotides that inhibit SARS-CoV-2 replication,” bioRxiv, Aug. 

2021, doi: 10.1101/2021.08.23.457434. 

[137] D. Wang et al., “Targeting oncogenic KRAS with molecular 

brush-conjugated antisense oligonucleotides,” Proc. Natl. Acad. Sci. 

U. S. A., vol. 119, no. 29, p. e2113180119, Jul. 2022, doi: 

10.1073/pnas.2113180119. 

[138] B. H. Yoo et al., “2’-O-methyl-modified phosphorothioate 

antisense oligonucleotides have reduced non-specific effects in vitro,” 

Nucleic Acids Res., vol. 32, no. 6, pp. 2008–2016, Apr. 2004, doi: 

10.1093/nar/gkh516. 

[139] W. Shen et al., “Chemical modification of PS-ASO 

therapeutics reduces cellular protein-binding and improves the 

therapeutic index,” Nat. Biotechnol., vol. 37, no. 6, pp. 640–650, Jun. 

2019, doi: 10.1038/s41587-019-0106-2. 

[140] A. A. Levin, R. Z. Yu, and R. S. Geary, “Basic principles of the 

pharmacokinetics of antisense oligonucleotide drugs,” in Antisense 

Drug Technology, CRC Press, 2007, pp. 201–234. doi: 

10.1201/9780849387951-14. 

[141] T. P. Prakash, “An overview of sugar-modified 

oligonucleotides for antisense therapeutics,” Chem. Biodivers., vol. 8, 

no. 9, pp. 1616–1641, Sep. 2011, doi: 10.1002/cbdv.201100081. 

[142] C. F. Bennett and E. E. Swayze, “RNA targeting therapeutics: 

molecular mechanisms of antisense oligonucleotides as a therapeutic 

platform,” Annu. Rev. Pharmacol. Toxicol., vol. 50, pp. 259–293, 

2010, doi: 10.1146/annurev.pharmtox.010909.105654. 

[143] F. Rigo et al., “Pharmacology of a central nervous system 

delivered 2’-O-methoxyethyl-modified survival of motor neuron 

splicing oligonucleotide in mice and nonhuman primates,” J. 

Pharmacol. Exp. Ther., vol. 350, no. 1, pp. 46–55, Jul. 2014, doi: 

10.1124/jpet.113.212407. 

[144] B. I. Andrews et al., “Sustainability Challenges and 

Opportunities in Oligonucleotide Manufacturing,” J. Org. Chem., vol. 

86, no. 1, pp. 49–61, Jan. 2021, doi: 10.1021/acs.joc.0c02291. 

[145] A. C. Hill and J. Hall, “The MOE modification of RNA: 

Origins and widescale impact on the oligonucleotide therapeutics 

field,” Helv. Chim. Acta, vol. 106, no. 3, Mar. 2023, doi: 

10.1002/hlca.202200169. 

[146] T. Matsubayashi et al., “Favorable efficacy and reduced acute 

neurotoxicity by antisense oligonucleotides with 2’,4'-BNA/LNA with 

9-(aminoethoxy)phenoxazine,” Mol. Ther. Nucleic Acids, vol. 35, no. 

2, p. 102161, Jun. 2024, doi: 10.1016/j.omtn.2024.102161. 

[147] R. Stulz et al., “An enhanced biophysical screening strategy 

to investigate the affinity of ASOs for their target RNA,” RSC Chem 

Biol, vol. 4, no. 12, pp. 1123–1130, Nov. 2023, doi: 

10.1039/d3cb00072a. 

[148] D. Collotta et al., “Antisense oligonucleotides: a novel 

Frontier in pharmacological strategy,” Front. Pharmacol., vol. 14, p. 

1304342, Nov. 2023, doi: 10.3389/fphar.2023.1304342. 

[149] J. K. Watts and D. R. Corey, “Silencing disease genes in the 

laboratory and the clinic,” J. Pathol., vol. 226, no. 2, pp. 365–379, 

Jan. 2012, doi: 10.1002/path.2993. 

[150] N. Agrawal et al., “RNA interference: biology, mechanism, 

and applications,” Microbiol. Mol. Biol. Rev., vol. 67, no. 4, pp. 657–

685, Dec. 2003, doi: 10.1128/MMBR.67.4.657-685.2003. 

[151] H. Dana et al., “Molecular Mechanisms and Biological 

Functions of siRNA,” Int. J. Biomed. Sci., vol. 13, no. 2, pp. 48–57, 

Jun. 2017, [Online]. Available: 

https://www.ncbi.nlm.nih.gov/pubmed/28824341 

[152] B. Hu et al., “Therapeutic siRNA: state of the art,” Signal 

Transduct Target Ther, vol. 5, no. 1, p. 101, Jun. 2020, doi: 

10.1038/s41392-020-0207-x. 

[153] X. Song et al., “Site-Specific Modification Using the 2’-

Methoxyethyl Group Improves the Specificity and Activity of siRNAs,” 

Mol. Ther. Nucleic Acids, vol. 9, pp. 242–250, Dec. 2017, doi: 

10.1016/j.omtn.2017.10.003. 

[154] S. Ly et al., “Single-Stranded Phosphorothioated Regions 

Enhance Cellular Uptake of Cholesterol-Conjugated siRNA but Not 

Silencing Efficacy,” Mol. Ther. Nucleic Acids, vol. 21, pp. 991–1005, 

Sep. 2020, doi: 10.1016/j.omtn.2020.07.029. 

[155] C. Yang et al., “Fighting against kidney diseases with small 

interfering RNA: opportunities and challenges,” J. Transl. Med., vol. 

13, p. 39, Feb. 2015, doi: 10.1186/s12967-015-0387-2. 

[156] I. Ahn et al., “Where should siRNAs go: applicable organs for 

siRNA drugs,” Exp. Mol. Med., vol. 55, no. 7, pp. 1283–1292, Jul. 

2023, doi: 10.1038/s12276-023-00998-y. 

[157] M. Pan et al., “New paradigms on siRNA local application,” 

BMB Rep., vol. 48, no. 3, pp. 147–152, Mar. 2015, doi: 

10.5483/bmbrep.2015.48.3.089. 

[158] B. Kim et al., “Rekindling RNAi Therapy: Materials Design 

Requirements for In Vivo siRNA Delivery,” Adv. Mater., vol. 31, no. 

49, p. e1903637, Dec. 2019, doi: 10.1002/adma.201903637. 

[159] Y. Suzuki and H. Ishihara, “Difference in the lipid 

nanoparticle technology employed in three approved siRNA 

(Patisiran) and mRNA (COVID-19 vaccine) drugs,” Drug Metab. 

Pharmacokinet., vol. 41, p. 100424, Dec. 2021, doi: 

10.1016/j.dmpk.2021.100424. 

[160] J. K. Nair et al., “Multivalent N-acetylgalactosamine-

conjugated siRNA localizes in hepatocytes and elicits robust RNAi-

mediated gene silencing,” J. Am. Chem. Soc., vol. 136, no. 49, pp. 

16958–16961, Dec. 2014, doi: 10.1021/ja505986a. 

[161] H. Cui et al., “Liver-Targeted Delivery of Oligonucleotides 

with N-Acetylgalactosamine Conjugation,” ACS Omega, vol. 6, no. 25, 

pp. 16259–16265, Jun. 2021, doi: 10.1021/acsomega.1c01755. 

[162] B. Malecova et al., “Targeted tissue delivery of RNA 

therapeutics using antibody-oligonucleotide conjugates (AOCs),” 

Nucleic Acids Res., vol. 51, no. 12, pp. 5901–5910, Jul. 2023, doi: 

10.1093/nar/gkad415. 

[163] P. J. Paddison et al.,, “Short hairpin RNAs (shRNAs) induce 

sequence-specific silencing in mammalian cells,” Genes Dev., vol. 16, 

no. 8, pp. 948–958, Apr. 2002, doi: 10.1101/gad.981002. 

[164] C. B. Moore et al., “Short hairpin RNA (shRNA): design, 

delivery, and assessment of gene knockdown,” Methods Mol. Biol., 

vol. 629, pp. 141–158, 2010, doi: 10.1007/978-1-60761-657-3_10. 

[165] G. J. McIntyre and G. C. Fanning, “Design and cloning 

strategies for constructing shRNA expression vectors,” BMC 

Biotechnol., vol. 6, p. 1, Jan. 2006, doi: 10.1186/1472-6750-6-1. 

[166] K. Goel and J. E. Ploski, “RISC-y Business: Limitations of 

Short Hairpin RNA-Mediated Gene Silencing in the Brain and a 

Discussion of CRISPR/Cas-Based Alternatives,” Front. Mol. 

Neurosci., vol. 15, p. 914430, Jul. 2022, doi: 

10.3389/fnmol.2022.914430. 

[167] Y. Kobayashi et al., “The siRNA Off-Target Effect Is 

Determined by Base-Pairing Stabilities of Two Different Regions with 

Opposite Effects,” Genes , vol. 13, no. 2, Feb. 2022, doi: 

10.3390/genes13020319. 

This article has been accepted for publication in IEEE Reviews in Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/RBME.2024.3494715

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 10,2024 at 03:45:18 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1093/nar/7.1.179.
http://dx.doi.org/10.1016/j.ncl.2020.09.005.
http://dx.doi.org/10.1146/annurev-neuro-070918-050501.
http://dx.doi.org/10.1038/s41573-020-0075-7.
http://dx.doi.org/10.1101/2021.08.23.457434.
http://dx.doi.org/10.1073/pnas.2113180119.
http://dx.doi.org/10.1093/nar/gkh516.
http://dx.doi.org/10.1038/s41587-019-0106-2.
http://dx.doi.org/10.1201/9780849387951-14.
http://dx.doi.org/10.1002/cbdv.201100081.
http://dx.doi.org/10.1146/annurev.pharmtox.010909.105654.
http://dx.doi.org/10.1124/jpet.113.212407.
http://dx.doi.org/10.1021/acs.joc.0c02291.
http://dx.doi.org/10.1002/hlca.202200169.
http://dx.doi.org/10.1016/j.omtn.2024.102161.
http://dx.doi.org/10.1039/d3cb00072a.
http://dx.doi.org/10.3389/fphar.2023.1304342.
http://dx.doi.org/10.1002/path.2993.
http://dx.doi.org/10.1128/MMBR.67.4.657-685.2003.
https://www.ncbi.nlm.nih.gov/pubmed/28824341
http://dx.doi.org/10.1038/s41392-020-0207-x.
http://dx.doi.org/10.1016/j.omtn.2017.10.003.
http://dx.doi.org/10.1016/j.omtn.2020.07.029.
http://dx.doi.org/10.1186/s12967-015-0387-2.
http://dx.doi.org/10.1038/s12276-023-00998-y.
http://dx.doi.org/10.5483/bmbrep.2015.48.3.089.
http://dx.doi.org/10.1002/adma.201903637.
http://dx.doi.org/10.1016/j.dmpk.2021.100424.
http://dx.doi.org/10.1021/ja505986a.
http://dx.doi.org/10.1021/acsomega.1c01755.
http://dx.doi.org/10.1093/nar/gkad415.
http://dx.doi.org/10.1101/gad.981002.
http://dx.doi.org/10.1007/978-1-60761-657-3_10.
http://dx.doi.org/10.1186/1472-6750-6-1.
http://dx.doi.org/10.3389/fnmol.2022.914430.
http://dx.doi.org/10.3390/genes13020319.


RBME-00228-2024 

 

 

17 

[168] “Cell Press: STAR Protocols.” Accessed: Aug. 22, 2024. 

[Online]. Available: https://star-protocols.cell.com/protocols/1441 

[169] D. Papadopoulos et al., “Generation of a pooled shRNA 

library for functional genomics screens,” STAR Protoc, vol. 3, no. 1, 

p. 101183, Mar. 2022, doi: 10.1016/j.xpro.2022.101183. 

[170] C. Schaefer et al., “Target discovery screens using pooled 

shRNA libraries and next-generation sequencing: A model workflow 

and analytical algorithm,” PLoS One, vol. 13, no. 1, p. e0191570, Jan. 

2018, doi: 10.1371/journal.pone.0191570. 

[171] Z. Dominski and R. Kole, “Restoration of correct splicing in 

thalassemic pre-mRNA by antisense oligonucleotides,” Proc. Natl. 

Acad. Sci. U. S. A., vol. 90, no. 18, pp. 8673–8677, Sep. 1993, doi: 

10.1073/pnas.90.18.8673. 

[172] R. Kole et al., “RNA therapeutics: beyond RNA interference 

and antisense oligonucleotides,” Nat. Rev. Drug Discov., vol. 11, no. 

2, pp. 125–140, Jan. 2012, doi: 10.1038/nrd3625. 

[173] K. H. Lim et al., “Antisense oligonucleotide modulation of 

non-productive alternative splicing upregulates gene expression,” 

Nat. Commun., vol. 11, no. 1, p. 3501, Jul. 2020, doi: 10.1038/s41467-

020-17093-9. 

[174] L. Cartegni et al., “Determinants of exon 7 splicing in the 

spinal muscular atrophy genes, SMN1 and SMN2,” Am. J. Hum. 

Genet., vol. 78, no. 1, pp. 63–77, Jan. 2006, doi: 10.1086/498853. 

[175] Y. Hua and A. R. Krainer, “Antisense-mediated exon 

inclusion,” Methods Mol. Biol., vol. 867, pp. 307–323, 2012, doi: 

10.1007/978-1-61779-767-5_20. 

[176] N. N. Singh et al., “How the discovery of ISS-N1 led to the 

first medical therapy for spinal muscular atrophy,” Gene Ther., vol. 

24, no. 9, pp. 520–526, Sep. 2017, doi: 10.1038/gt.2017.34. 

[177] R. Sinha et al., “Antisense oligonucleotides correct the 

familial dysautonomia splicing defect in IKBKAP transgenic mice,” 

Nucleic Acids Res., vol. 46, no. 10, pp. 4833–4844, Jun. 2018, doi: 

10.1093/nar/gky249. 

[178] X. Chen et al., “Antisense oligonucleotide therapeutic 

approach for Timothy syndrome,” Nature, vol. 628, no. 8009, pp. 818–

825, Apr. 2024, doi: 10.1038/s41586-024-07310-6. 

[179] M. K. Tsoumpra et al., “Peptide-conjugate antisense based 

splice-correction for Duchenne muscular dystrophy and other 

neuromuscular diseases,” EBioMedicine, vol. 45, pp. 630–645, Jul. 

2019, doi: 10.1016/j.ebiom.2019.06.036. 

[180] H. Wilton-Clark and T. Yokota, “Recent Trends in Antisense 

Therapies for Duchenne Muscular Dystrophy,” Pharmaceutics, vol. 

15, no. 3, Feb. 2023, doi: 10.3390/pharmaceutics15030778. 

[181] Y. Recinos et al., “CRISPR-dCas13d-based deep screening of 

proximal and distal splicing-regulatory elements,” Nat. Commun., vol. 

15, no. 1, p. 3839, May 2024, doi: 10.1038/s41467-024-47140-8. 

[182] Y. Núñez-Álvarez et al., “‘A CRISPR-dCas13 RNA-editing 

tool to study alternative splicing,’” bioRxiv, p. 2022.05.24.493209, 

May 01, 2024. doi: 10.1101/2022.05.24.493209. 

[183] A. Berger et al., “mRNA trans-splicing in gene therapy for 

genetic diseases,” Wiley Interdiscip. Rev. RNA, vol. 7, no. 4, pp. 487–

498, Jul. 2016, doi: 10.1002/wrna.1347. 

[184] E. M. Hong et al., “Therapeutic applications of trans-

splicing,” Br. Med. Bull., vol. 136, no. 1, pp. 4–20, Dec. 2020, doi: 

10.1093/bmb/ldaa028. 

[185] Y. Song et al., “Functional cystic fibrosis transmembrane 

conductance regulator expression in cystic fibrosis airway epithelial 

cells by AAV6.2-mediated segmental trans-splicing,” Hum. Gene 

Ther., vol. 20, no. 3, pp. 267–281, Mar. 2009, doi: 

10.1089/hum.2008.173. 

[186] A. Berger et al., “Repair of rhodopsin mRNA by spliceosome-

mediated RNA trans-splicing: a new approach for autosomal dominant 

retinitis pigmentosa,” Mol. Ther., vol. 23, no. 5, pp. 918–930, May 

2015, doi: 10.1038/mt.2015.11. 

[187] H. Chao et al., “Phenotype correction of hemophilia A mice 

by spliceosome-mediated RNA trans-splicing,” Nat. Med., vol. 9, no. 

8, pp. 1015–1019, Aug. 2003, doi: 10.1038/nm900. 

[188] F. Azibani et al., “Gene Therapy via Trans-Splicing for 

LMNA-Related Congenital Muscular Dystrophy,” Mol. Ther. Nucleic 

Acids, vol. 10, pp. 376–386, Mar. 2018, doi: 

10.1016/j.omtn.2017.12.012. 

[189] D. N. Fiflis et al., “Repurposing CRISPR-Cas13 systems for 

robust mRNA trans-splicing,” Nat. Commun., vol. 15, no. 1, p. 2325, 

Mar. 2024, doi: 10.1038/s41467-024-46172-4. 

[190] C. Schmitt-Ulms et al., “Programmable RNA writing with 

trans-splicing,” bioRxiv, Feb. 2024, doi: 10.1101/2024.01.31.578223. 

[191] S. S. Chandrasekaran et al., “Rewriting endogenous human 

transcripts with trans-splicing,” bioRxiv, p. 2024.01.29.577779, Jan. 

30, 2024. doi: 10.1101/2024.01.29.577779. 

[192] D. Katrekar et al., “In vivo RNA editing of point mutations via 

RNA-guided adenosine deaminases,” Nat. Methods, vol. 16, no. 3, pp. 

239–242, Mar. 2019, doi: 10.1038/s41592-019-0323-0. 

[193] C. X. George et al.,  “Adenosine deaminases acting on RNA, 

RNA editing, and interferon action,” J. Interferon Cytokine Res., vol. 

31, no. 1, pp. 99–117, Jan. 2011, doi: 10.1089/jir.2010.0097. 

[194] W. H. Cuddleston et al., “Cellular and genetic drivers of RNA 

editing variation in the human brain,” Nat. Commun., vol. 13, no. 1, 

p. 2997, May 2022, doi: 10.1038/s41467-022-30531-0. 

[195] B. J. Booth et al., “RNA editing: Expanding the potential of 

RNA therapeutics,” Mol. Ther., vol. 31, no. 6, pp. 1533–1549, Jun. 

2023, doi: 10.1016/j.ymthe.2023.01.005. 

[196] S. K. Wong et al., “Substrate recognition by ADAR1 and 

ADAR2,” RNA, vol. 7, no. 6, pp. 846–858, Jun. 2001, doi: 

10.1017/s135583820101007x. 

[197] D. Katrekar et al., “Efficient in vitro and in vivo RNA editing 

via recruitment of endogenous ADARs using circular guide RNAs,” 

Nat. Biotechnol., vol. 40, no. 6, pp. 938–945, Jun. 2022, doi: 

10.1038/s41587-021-01171-4. 

[198] R. A. Wesselhoeft et al., “Engineering circular RNA for potent 

and stable translation in eukaryotic cells,” Nat. Commun., vol. 9, no. 

1, p. 2629, Jul. 2018, doi: 10.1038/s41467-018-05096-6. 

[199] A. Mullard, “RNA-editing drugs advance into clinical trials,” 

Nat. Rev. Drug Discov., vol. 23, no. 5, pp. 323–326, May 2024, doi: 

10.1038/d41573-024-00070-y. 

[200] D. B. T. Cox et al., “RNA editing with CRISPR-Cas13,” 

Science, vol. 358, no. 6366, pp. 1019–1027, Nov. 2017, doi: 

10.1126/science.aaq0180. 

[201] M. H. Tan et al., “Programmable rna editing platform,” 

20240101983:A1, Mar. 28, 2024 Accessed: Aug. 25, 2024. [Online]. 

Available: 

https://patentimages.storage.googleapis.com/c7/f5/6e/b47495abe24f1

e/US20240101983A1.pdf 

[202] O. O. Abudayyeh et al., “A cytosine deaminase for 

programmable single-base RNA editing,” Science, vol. 365, no. 6451, 

pp. 382–386, Jul. 2019, doi: 10.1126/science.aax7063. 

[203] S. Sharma et al., “APOBEC3A cytidine deaminase induces 

RNA editing in monocytes and macrophages,” Nat. Commun., vol. 6, 

p. 6881, Apr. 2015, doi: 10.1038/ncomms7881. 

[204] R. Pecori et al.,, “Functions and consequences of 

AID/APOBEC-mediated DNA and RNA deamination,” Nat. Rev. 

Genet., vol. 23, no. 8, pp. 505–518, Aug. 2022, doi: 10.1038/s41576-

022-00459-8. 

[205] X. Huang et al., “Programmable C-to-U RNA editing using 

the human APOBEC3A deaminase,” EMBO J., vol. 39, no. 22, p. 

e104741, Nov. 2020, doi: 10.15252/embj.2020104741. 

[206] M. Di et al., “Expanding RNA editing toolkit using an IDR-

based strategy,” Mol. Ther. Nucleic Acids, vol. 35, no. 2, p. 102190, 

Jun. 2024, doi: 10.1016/j.omtn.2024.102190. 

This article has been accepted for publication in IEEE Reviews in Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/RBME.2024.3494715

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 10,2024 at 03:45:18 UTC from IEEE Xplore.  Restrictions apply. 

https://star-protocols.cell.com/protocols/1441
http://dx.doi.org/10.1016/j.xpro.2022.101183.
http://dx.doi.org/10.1371/journal.pone.0191570.
http://dx.doi.org/10.1073/pnas.90.18.8673.
http://dx.doi.org/10.1038/nrd3625.
http://dx.doi.org/10.1038/s41467-020-17093-9.
http://dx.doi.org/10.1038/s41467-020-17093-9.
http://dx.doi.org/10.1086/498853.
http://dx.doi.org/10.1007/978-1-61779-767-5_20.
http://dx.doi.org/10.1038/gt.2017.34.
http://dx.doi.org/10.1093/nar/gky249.
http://dx.doi.org/10.1038/s41586-024-07310-6.
http://dx.doi.org/10.1016/j.ebiom.2019.06.036.
http://dx.doi.org/10.3390/pharmaceutics15030778.
http://dx.doi.org/10.1038/s41467-024-47140-8.
http://dx.doi.org/10.1101/2022.05.24.493209.
http://dx.doi.org/10.1002/wrna.1347.
http://dx.doi.org/10.1093/bmb/ldaa028.
http://dx.doi.org/10.1089/hum.2008.173.
http://dx.doi.org/10.1038/mt.2015.11.
http://dx.doi.org/10.1038/nm900.
http://dx.doi.org/10.1016/j.omtn.2017.12.012.
http://dx.doi.org/10.1038/s41467-024-46172-4.
http://dx.doi.org/10.1101/2024.01.31.578223.
http://dx.doi.org/10.1101/2024.01.29.577779.
http://dx.doi.org/10.1038/s41592-019-0323-0.
http://dx.doi.org/10.1089/jir.2010.0097.
http://dx.doi.org/10.1038/s41467-022-30531-0.
http://dx.doi.org/10.1016/j.ymthe.2023.01.005.
http://dx.doi.org/10.1017/s135583820101007x.
http://dx.doi.org/10.1038/s41587-021-01171-4.
http://dx.doi.org/10.1038/s41467-018-05096-6.
http://dx.doi.org/10.1038/d41573-024-00070-y.
http://dx.doi.org/10.1126/science.aaq0180.
https://patentimages.storage.googleapis.com/c7/f5/6e/b47495abe24f1e/US20240101983A1.pdf
https://patentimages.storage.googleapis.com/c7/f5/6e/b47495abe24f1e/US20240101983A1.pdf
http://dx.doi.org/10.1126/science.aax7063.
http://dx.doi.org/10.1038/ncomms7881.
http://dx.doi.org/10.1038/s41576-022-00459-8.
http://dx.doi.org/10.1038/s41576-022-00459-8.
http://dx.doi.org/10.15252/embj.2020104741.
http://dx.doi.org/10.1016/j.omtn.2024.102190.

	I. INTRODUCTION
	II. Genome Engineering
	A. Change of Function
	Generally, the three key genomic edits of interest are deletions, insertions, and substitutions. A fourth related class are knockouts, which leverage stochastic or directed insertion/deletion events (indels) to disrupt gene sequences. The most frequen...
	1) Knockout
	2) Deletion
	3) Insertion
	4) Substitution

	B. Change of Expression
	1) Repression
	The current gold-standard architecture for achieving robust transient transcriptional repression is a fusion of dCas9 to the zinc finger-imprinted 3 (ZIM3) KRAB domain [10]. In direct comparison with a number of other KRAB domains, the ZIM3 KRAB enabl...
	2) Activation
	3) Orthogonal Regulation
	4) High-Throughput Screening
	5) Genome Engineering Future Directions


	III. Transcriptome engineering
	A. RNA Targeting Cas Effectors
	1) RNA Silencing via Cas13
	2) High-Throughput Transcriptome Engineering
	3) Recent Developments and Future Directions

	B. RNA Silencing Technologies
	1) Antisense Oligonucleotides (ASOs)
	2) RNAi - Small Interfering RNA (siRNA)
	3) RNAi - Short Hairpin RNA (shRNA)

	C. Splicing Modulation
	1) Antisense Oligonucleotides
	2) dCas13 + gRNA

	D. RNA Editing
	1) Large Substitutions

	E. RNA Base Editing
	1) Adenosine deaminase acting on RNA – ADAR
	2) dCas13 + ADAR
	3) C-to-U Editing


	IV. Conclusion
	References

